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A B S T R A C T   

Artificial intelligence (AI) algorithms hold promise to reduce inequalities across race and socioeconomic status. 
One of the most important domains of racial and economic inequalities is medical outcomes; Black and low- 
income people are more likely to die from many diseases. Algorithms can help reduce these inequalities 
because they are less likely than human doctors to make biased decisions. Unfortunately, people are generally 
averse to algorithms making important moral decisions—including in medicine—undermining the adoption of AI 
in healthcare. Here we use the COVID-19 pandemic to examine whether the threat of racial and economic 
inequality increases the preference for algorithm decision-making. Four studies (N = 2819) conducted in the 
United States and Singapore show that emphasizing inequality in medical outcomes increases the preference for 
algorithm decision-making for triage decisions. These studies suggest that one way to increase the acceptance of 
AI in healthcare is to emphasize the threat of inequality and its negative outcomes associated with human de-
cision-making.   

1. Introduction 

Large racial and economic inequalities exist both across and within 
nations. In the United States, Black men are 2.5 times more likely to die 
of police violence than White men (Edwards et al., 2019). In the US, 
31.4% of national wealth is owned by the top 1% of the population 
(Board of Governors of the Federal Reserve System, 2021). In Singapore, 
the median salary for Singaporean employees is over six times that of 
migrant workers (Geddi et al., 2020). These racial and economic dis-
parities are also reflected in medical outcomes. In 2020, in the United 
States the life expectancy at birth of non-Hispanic Black people was 6 
years lower than that of non-Hispanic White people, and 8 years lower 
than that of Hispanic people (Arias et al., 2021). Similarly, Black people 
in the United States are 30% more likely to die from a heart disease than 
non-Hispanic White people (Murphey et al., 2021). One way to some-
what reduce inequality in medicine is to rely on artificial intelligence 
(AI)-powered algorithms to make medical decisions (Hao, 2020), and 
here we use the context of COVID-19 to examine whether the threat of 
racial and economic inequality might increase preference for algorithm 

decision-making. 
The COVID-19 pandemic has amplified existing health disparities. In 

the middle of the first wave of infection, the COVID-19 death rate in the 
United States was 61.6 deaths (per 100,000 people) for Black Americans 
and 26.2 for White Americans (APM Research Lab, 2020). In Singapore, 
more than 90% of infections comprising migrant workers who make less 
than SGD$10,000 annually (~USD$7500; Palma, 2020). Similar dis-
parities exist in other countries, with the poor and minorities being most 
affected by the virus (Bhala et al., 2020). Health disparities—both in 
general and in COVID-19—are tied to habitat density, pre-pandemic 
healthcare, healthcare access, and the ability to work remotely (Abuel-
gasim et al., 2020; Bibbins-Domingo, 2020; Braveman et al., 2011; 
Yancy, 2020), but may also stem, at least in a small part, from bias – 
“prejudice in favor of or against one thing, person, or group compared 
with another, usually in a way considered to be unfair” (Oxford Uni-
versity Press, 2020) – in human decision-making. For example, empir-
ical studies have demonstrated that doctors sometimes under-screen, 
under-diagnose, and under-treat members of some minority groups 
(Alsan et al., 2019; Hoffman et al., 2016). 

* Corresponding author. Department of Psychology, Yale University, New Haven, CT, USA. 
E-mail address: yochanan.bigman@yale.edu (Y.E. Bigman).  

Contents lists available at ScienceDirect 

Computers in Human Behavior 

journal homepage: www.elsevier.com/locate/comphumbeh 

https://doi.org/10.1016/j.chb.2021.106859 
Received 15 February 2021; Received in revised form 8 April 2021; Accepted 4 May 2021   

mailto:yochanan.bigman@yale.edu
www.sciencedirect.com/science/journal/07475632
https://www.elsevier.com/locate/comphumbeh
https://doi.org/10.1016/j.chb.2021.106859
https://doi.org/10.1016/j.chb.2021.106859
https://doi.org/10.1016/j.chb.2021.106859
http://crossmark.crossref.org/dialog/?doi=10.1016/j.chb.2021.106859&domain=pdf


Computers in Human Behavior 122 (2021) 106859

2

Many have suggested that using AI can help reduce bias in human 
decision-making (Houser, 2019; Munoz et al., 2016). While the idea of 
AI being in charge of patients might appear futuristic, AI has been used 
for a few years already in emergency rooms around the world, for 
example in London (Crouch, 2019) and Cleveland (Gauher & Uz, 2016). 
Of course, in both medical contexts and non-medical contexts where AI 
is used (e.g., the military, finance), it is always humans who have ulti-
mate responsibility for making decisions. But people may start to prefer 
that AI systems are used more in these decision-making contexts, and we 
use “algorithm decision-making” as a short-hand for this idea. 

Recent studies have examined the role of AI in the treatment and 
management of COVID-19, revealing that algorithms can improve the 
work of healthcare workers and the outcomes of patients, ranging from 
more accurate diagnoses and more efficient monitoring (Tayarani-N., 
2020). Healthcare workers generally appreciate the efficiency of algo-
rithms (Ardon & Schmidt, 2020; Laï et al., 2020; Polesie et al., 2020), 
although they do worry about AI’s lack of empathy and its low ability to 
communicate with patients (Blease et al., 2019; Doraiswamy et al., 
2020). 

Hospitals currently rely on AIs for a wide range of needs, including 
informing whether an individual should get tested for COVID-19 (Ger-
retsen, 2020; Meah, 2020; Parrock, 2020; Vanian, 2020). A recent study 
also found that for triage decisions,1—which we define broadly as the 
identification of patients who are most at risk and in need of appropriate 
treatments,—AI can accurately predict the risk of COVID-19 patients 
developing critical illness (Liang et al., 2020). In other words, early 
AI-informed triage is already a reality in several hospitals (Hao, 2020; 
Vanian, 2020) and will only grow in popularity. Interestingly, the use of 
AIs can reduce the need for “classic” life and death triage decisions 
which are characterized by a lack of resources and time pressure. 

Using AI can increase the efficiency of medical diagnoses, and by 
doing so prevent using scarce resources such as ventilators on patients 
who do not have a medical need for them. This can allow hospitals to 
conserve resources for patients in dire need of them. Of course, algo-
rithms are not free of bias (Angwin et al., 2016; Dastin, 2018; Lambrecht 
& Tucker, 2019). For example, the algorithms used to identify patients 
for special medical treatment systemically underdiagnosed Black people 
(Obermeyer et al., 2019). However, algorithms are generally less biased 
than humans, and more easily corrected (Mullainathan, 2019; Shea 
et al., 2020). Even simple algorithms can outperform humans in 
decision-making tasks by consistently following decision rules rather 
than relying on intuition as humans sometimes do (Dawes, 1979). 
However, there is a key barrier to the adoption of AI in medicine: 
research in psychology reveals that people are generally averse to al-
gorithms making decisions (Dietvorst et al., 2015), especially in medical 
and moral contexts (Bigman & Gray, 2018; Castelo et al., 2019; Longoni 
et al., 2019), where empathy (Bigman & Gray, 2018) and viewing the 
patient as a unique person (Longoni et al., 2019) are seen as important. 

Reducing the aversion to algorithm decision-making is especially 
important during pandemics such as COVID-19, because of the potential 
for algorithms to improve efficiency and reduce biases (Shea et al., 
2020). For example, in the US, human doctors sometimes are less likely 
to recommend potentially lifesaving screening procedures to Black 
people (Alsan et al., 2019), perceive Black people as experiencing less 
pain (Hoffman et al., 2016), and prescribe less pain medication to Black 
people than their non-Black peers (Morrison et al., 2000). Specific to 
COVID-19, such biases can impact mortality rates by influencing the 
allocation of scarce ventilators, ICU beds, and other life-saving re-
sources. By reducing these biases, AIs can potentially improve health 

outcomes. 
How can we reduce the aversion from algorithm decision-making? 

We draw from social cognitive theory (Fiske & Taylor, 1991; Jones, 
1991; Reynolds, 2006) to propose one potential way: highlighting a 
threat of inequality. Social cognitive theory (Fiske & Taylor, 1991) ar-
gues that the extent to which an individual pays attention to information 
depends on three factors: vividness, salience, and accessibility. Vivid-
ness refers to how interesting, provoking, and proximate the information 
is; salience refers to how noticeable or important the information is; 
accessibility refers to the extent to which an individual has personal 
traits or experiences that facilitate a connection to the information. 
Behavioral ethics scholars have relied on this theory to explain moral 
awareness, or why an individual would identify an issue as a moral one 
(Reynolds & Miller, 2015). As Jones (1991) argues, when an issue’s 
characteristics are vivid and salient to the moral domain (e.g., proximate 
physical harm), an individual is more likely to identify the issue as a 
moral issue. Reynolds (2006) further demonstrates that individual 
decision-making frameworks can increase the accessibility of the issue, 
thus allowing some people to see moral issues where others do not. 
Importantly, moral awareness is critical because it constitutes the first 
step in the moral decision-making process, which culminates in moral 
behavior (Rest, 1986). 

We argue that threats of inequality are vivid and salient information 
that lead people to view some medical decisions as moral issues. While 
past research has demonstrated that moral concerns can make people 
averse to algorithm decision-making because algorithms are seen as 
devoid of emotion (Bigman & Gray, 2018; Young & Monroe, 2019), we 
suggest that this “cold impartiality” may be a positive factor when 
inequality is salient. Highlighting inequality in human-led decision--
making should motivate people towards an alternative that is perceived 
as less biased: algorithms. 

Hypothesis 1. Threats of racial and economic inequality will increase 
people’s preference for algorithm decision-making. 

Social cognitive theory suggests that while threats of inequality 
might increase the overall preference for algorithm decision-making, the 
effect may vary at the individual level (Fiske & Taylor, 1991; Reynolds, 
2008). Accessibility—an individual’s capacity to connect with infor-
mation based on existing beliefs, traits, and experiences—shapes the 
extent to which different individuals pay differing amounts of attention 
to a piece of information. Although the threat of inequality may reduce 
the aversion to algorithm decision-making in all people, members of the 
discriminated-against group may show an even stronger effect. For 
example, one reason Black Americans are more supportive than White 
Americans of affirmative action is that they believe it offers Black 
Americans a fairer opportunity in college admissions (Mangum, 2008). 
Therefore, we predict that while threats of inequality will increase all 
people’s preference for algorithm decision-making, the extent to which 
the inequality is personally relevant will moderate this effect. 

Hypothesis 2. Personal relevance moderates the effect of threat of 
inequality on preference for algorithm decision-making, such that the 
increase in preference for algorithms is stronger for members of the 
disadvantaged group. 

How exactly do threats of inequality increase the preference for al-
gorithm decision-making? We suggest that one possible mechanism is 
that such threats weaken the perceived authority of doctors and 
healthcare workers. The principle of authority is a core moral value and 
many people view submitting to legitimate authority as morally oblig-
atory (Graham et al., 2011). Doctors are generally perceived as authority 
figures, and many people hold them in very high regard (Brase & 
Richmond, 2004), sometimes even elevating them to a “godlike” status 
(Goranson et al., 2020). During the COVID-19 pandemic, many in so-
ciety have referred to doctors as “heroes” (Bauchner & Easley, 2020). 

In the case of outcome inequalities, however, tensions emerge 
because people might see doctors as partially responsible, and that 

1 We acknowledge that in the medical context, triage decisions often refer to 
decisions where a lack of resources require decisions that result in determining 
who could be saved or treated. We took a broader definition because we used 
the term “triage” in our empirical studies where participants were all laymen 
and not medical professionals. 
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might violate another core value: the principle of justice (Rawls, 1971). 
We suggest that because the threat of inequality—a potential violation 
of the principle of justice—constitutes a vivid, salient, and immediate 
concern, the individual will give its violation greater attention than a 
less vivid and less salient obligation to follow authority. In other words, 
we suggest that people exposed to inequality associated with human 
doctor’s decision-making will have a decreased sense of the authority of 
doctors. Thus, threats of inequality will weaken the perceived authority 
of doctors, which will in turn increase the preference for algorithm 
decision-making. 

Hypothesis 3. Authority of doctors mediates the interactive effect of 
threat of inequality and personal relevance on algorithm aversion. 

This research makes several contributions. First, it contributes to the 
growing literature on the effects of exposure to inequality (McCall et al., 
2017; Sands, 2017), revealing a consequence of exposure to health in-
equalities, and how exposure to this inequality might affect different 
groups differently. Second, it contributes to the literature on algorithm 
aversion (Bigman & Gray, 2018; Dietvorst et al., 2015; Longoni et al., 
2019) by revealing ways to reduce the aversion. Third, it contributes to 
our knowledge of the social effects of the belief in the authority of 
doctors by showing that disparities in health outcomes reduce the 
perceived authority of doctors. In doing so, we demonstrate an impor-
tant outcome of emphasizing health disparities. 

2. Current research 

We tested our hypotheses in four studies and across two cultural 
contexts of inequality: race in the United States (Studies 1, 3, and 4) and 
SES in Singapore (Study 2). In all studies we asked participants to 
imagine that they were experiencing COVID-19 symptoms and needed 
to decide whether to go to a hospital where either a human doctor or 
algorithm makes triage decisions. We manipulated whether participants 
read (real) information about race (Studies 1, 3, and 4) or SES (Study 2) 
disparities in COVID-19 health outcomes or not. In Study 3 we further 
examined the mediating role of the perceived authority of doctors. In 
Study 4 we used a binary choice measure, rather than a continuous 
preference measure. The studies were approved by the University of 
North Carolina at Chapel Hill IRB. Demographics of each study appear in 
Table 1. Data, supplemental materials, and full study materials are 
available online at https://osf.io/mhjdy/?view_only=7d1442e70df94 
26594c1daee10b73e2f. 

3. Study 1: race disparities in the US 

At the time we conducted this study (see Table 1) the COVID-19 
mortality rate of Black Americans in the United States was more than 
twice that of White Americans (APM Research Lab, 2020). In Chicago, 
for example, Black Americans account for only 33% of the population, 
but 72% of the deaths attributed to COVID-19 (Eligon et al., 2020). In 
Study 1 we tested whether the threat of inequality—manipulated by 
informing participants about COVID-19 racial health dis-
parities—increased people’s preference for algorithm decision-making 
and whether personal relevance (the race of the participant) moder-
ates this effect. 

3.1. Method 

3.1.1. Participants 
We recruited 1379 participants2 through Amazon’s Mturk, using 

Turkprime (Litman et al., 2017). We aimed for a half-half ratio of Black 
and White participants in our samples (with specified samples). After 
excluding participants who failed the attention check, manipulation 
comprehension check, or did not self-identify as White or Black, we 
ended up with 1060 participants (481 male, 572 female, 7 other; 535 
White and 525 Black; Age: M = 37.41, SD = 12.55). Results remain 
unchanged when the analyses were performed on the full sample. Par-
ticipants were paid between $0.50 and $1. A post-hoc power analysis 
(using G*power 3.1, Faul et al., 2007) revealed that this sample size had 
an achieved power of 1 (for an alpha of .05) to detect the main effect for 
condition, and an achieved power of .995 to detect the interaction. 

3.1.2. Threat of inequality manipulation 
After consenting and completing the first attention check in which 

they were asked what day of the week it was yesterday and what they 
had for breakfast that day, participants were randomly assigned to either 
a control condition or threat of inequality condition. In both conditions 
participants read the following text: 

As COVID-19 spreads, hospitals are running low on crucial life- 
saving equipment, such as ventilators. When there are not enough re-
sources to give all patients the care they need, “triage” is used to 
determine who gets priority in medical care. Triage decisions can be 
made by either human doctors or specialized algorithms. 

In the threat of inequality condition participants then also read the 
following text (in the control condition participants were directed to the 
measures), based on real data on COVID-19 mortality rates at the time of 
the study (Eligon et al., 2020) and on research suggesting a bias in 
medical care towards Black people (Alsan et al., 2019; Hoffman et al., 
2016): 

In America, there are large racial disparities in who dies from 
COVID19. In Chicago, for example, African Americans account for only 
33% of the population, but 72% of COVID19-related deaths. It is 
currently unclear what causes this disparity, but there is some evidence 
suggesting that generally white doctors tend to under-diagnose African 
American patients. 

3.1.3. Preference for algorithm decision-making 
All participants then read the following question: 
Imagine you are feeling severe shortness of breath and need to go to a 

hospital.There are two nearby hospitals. You know that both hospitals 
are running low on supplies and need to prioritize patients. In one 
hospital a human doctor makes triage decisions; in the second hospital 
an AI-based algorithm makes triage decisions. To which hospital would 
you go? 

Participants answered the question on a 1 (“Definitely the hospital 
where the human doctor makes triage decisions”) to 5 (“Definitely the 
hospital where an AI-based algorithm makes triage decisions”) scale (see 
Longoni et al., 2019, for a similar measurement).3 

Participants then completed other measures (see supplemental ma-
terials) and the manipulation comprehension check, in which they were 
asked if the scenario they read mentioned race disparities in COVID-19 
mortality rate (yes/no). Finally, participants provided demographic 
information. 

3.2. Results 

Descriptive statistics and correlations are presented in Table 2. 

2 Participants in Study 1 were recruited in 3 different samples. All samples 
had an identical manipulation and dependent variable, but included different 
exploratory variables. See sample details and full study materials for each 
sample in the supplemental materials. 

3 We note that in Sample A we used a 1 to 7 rather than a 1 to 5 scale. When 
combining the data of Sample A with Samples B and C we transformed the 
responses from Sample A to a 1–5 scale, using the following transformation: 
Xnew = (Xold-1)*4/6 + 1, such that 1 on the 1–7 scale would be 1 on the 1–5 
scale, 7 would be transformed to 5, and 4, the midpoint in the 1–7 scale, to 3, 
the midpoint in the 1–5 scale. Analyzing the samples separately or combined 
yield essentially identical results. 
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A 2 (condition: inequality threat, control) x 2 (personal relevance: 
Black, White) ANOVA revealed a main effect for condition, F(1, 1056) =
78.45, p < .001, ηp

2 = 0.07, such that participants reported a stronger 
preference for algorithm decision-making in the threat of inequality 
condition (M = 2.77, SD = 1.43) than in the control condition (M = 2.04, 
SD = 1.20), supporting Hypothesis 1. 

We also found a main effect for personal relevance, F(1, 1056) =
17.05, p < .001, ηp

2 = 0.02, such that across conditions Black participants 
preferred algorithm decision-making (M = 2.58, SD = 1.47) more than 
White participants (M = 2.21, SD = 1.22). Finally, the personal rele-
vance × condition interaction was also significant, F(1, 1056) = 20.88, 
p < .001, ηp

2 = 0.02, such that while both Black and White participants 
preferred algorithm decision-making more in the threat of inequality 
condition, this effect was stronger for Black participants (threat of 
inequality: M = 3.09, SD = 1.45; control: M = 2.02, SD = 1.19; F 
(1,1056) = 89.67, p < .001, ηp

2 = 0.08) than White participants (threat of 
inequality: M = 2.40, SD = 1.13; control: M = 2.06, SD = 1.12; F(1, 

1056) = 9.24, p < .001, ηp
2 = 0.01), supporting Hypothesis 2 (Fig. 1). 

3.3. Discussion 

The results from Study 1 support Hypotheses 1 and 2: threat of 
inequality increased preference for algorithm decision-making, espe-
cially for those who could be personally disadvantaged by the 
inequality. Importantly, we note that for Black participants in the threat 
of inequality condition, the average rating was around the mid-point (3 
on the 1 to 5 scale), suggesting that these participants overcame the 
algorithm aversion reported in previous research (e.g., Bigman & Gray, 
2018; Dietvorst et al., 2015). However, one limitation of Study 1 is that 
it focuses on a threat of inequality in a specific cultural context—racial 
health disparities in the United States (although we did collect most of 
this data before the unrest in the United States following the murder of 
George Floyd on May 25, 2020). In Study 2 we address this limitation by 
focusing on a different cultural context—SES health disparities in 
Singapore. 

4. Study 2: class disparities in Singapore 

In Study 2, we operationalized the threat of inequality through social 
class. As with race, COVID-19 has disproportionally affected the poor. 
For example, in the UK those infected with COVID-19 who live in the 
poorest 10% areas of the country have been twice as likely to die as those 
living in the wealthiest 10% areas of the country (Devlin & Barr, 2020). 
In this light, we tested our hypotheses in Singapore, a country where 
COVID-19 has infected more than 40,000 people as of June 18, 2020, 
with more than 90% of them being low-paid migrant workers (Palma, 
2020). This context presents an ideal test case for our hypotheses with 
high realism. Another limitation of Study 1 is that we informed partic-
ipants about possible bias in doctors’ decision-making, which might 
have created demand characteristics. In Study 2 we minimized these 
possible demand characteristics by testing our hypotheses without 
disclosing the source of the health disparities. 

4.1. Method 

4.1.1. Participants 
We recruited 662 undergraduates from a university in Singapore. 

Excluding participants who failed the manipulation comprehension 
check, we ended up with 416 participants (153 males, 257 females, and 
6 other/preferred not to disclose; Age: M = 22.04, SD = 1.58). Results 
remain unchanged when the analyses were performed on the full sam-
ple. Participants were paid SGD$5 (~USD$3.60) in exchange for their 
participation. A post-hoc power analysis (using G*power 3.1, Faul et al., 
2007) revealed that this sample size had an achieved power of .985 (for 
an alpha of .05) to detect the main effect for condition, and an achieved 
power of .999 to detect the interaction. The study was conducted in 
English, the language of instruction in the university from which our 
sample was taken. In addition, all participants were fluent in English. 

Table 1 
Sample details for Studies 1–4.   

Study 1 
Sample A 

Study 1 
Sample B 

Study 1 
Sample C 

Study 2 Study 3 Study 4 

Initial N 408 486 485 662 601 1005 
Final N 295 377 388 416 483 860 
Age (SD) 35.23 (11.91) 39.01 (12.81) 37.51 (12.57) 21.95 (1.58) 38.29 (11.71) 32.05 (10.54) 
Gender 129 Male 

165 Female 
1 Other 

167 Male 
206 Female 
4 Other 

185 Male 
201 Female 
2 Other 

153 Male 
257 Female 
6 Other 

214 Male 
266 Female 
3 Other 

432 Male 
419 Female 
9 Other 

Race 155 White 
140 Black 

183 White 
194 Black 

197 White 
191 Black  

231 White 
252 Black 

446 White 
208 Black 
190 Latino 
16 Indigenous 

Date (2020) May 4–6 May 14–15 May 27–28 June 11 June 24–26 November 9  

Table 2 
Descriptive statistics and correlations for study variables (study 1).  

Variable Mean SD 1 2 3 

1. Threat of inequality .48 .50 (- -)   
2. Personal relevance .50 .50 .07* (- -)  
3. Preference for algorithm triage 2.59 1.62 .27* .13* (- -) 

Notes. 
Threat of inequality: 0 = control condition; 1 = threat of inequality. 
Personal relevance: 0 = White participants; 1 = Black participants. 
*p < .05. 
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Fig. 1. The interactive effect of threat of inequality and personal relevance on 
preference for algorithm decision-making (Study 1). Error bars reflect stan-
dard errors. 
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4.1.2. SES 
Participants first completed the MacArthur subjective SES scale 

(Adler et al., 2000), which is an established measure of SES widely used 
in social psychology (e.g., Dubois et al., 2015; Piff et al., 2012). They 
were asked to position themselves on a ladder representing where 
people in Singapore stand in relation to education, wealth, and 
respectful jobs (i.e., the definition of SES), on a 1 (“I am the worst off”) to 
10 (“I am the best off”). 

4.1.3. Threat of inequality manipulation 
We then randomly assigned participants to either a threat of 

inequality condition or a control condition. The control condition was 
identical to that in Study 1 in which participants read about the scarcity 
of medical resources needed for COVID-19 treatment. In the threat of 
inequality condition, participants also read the following text (in the 
control condition participants were directed to the measures), which 
provided real data about Singapore at the time of the study: 

In Singapore, there are large class disparities in who are infected 
with COVID-19. Out of the 35,000 confirmed cases, over 95% are among 
Singapore’s lowest-paid foreign workers. They live in dormitories 
located and almost hidden from view on the outskirts of the city, with 
poor and overcrowded living conditions. They sleep on bunk beds, 12 to 
20 packed into one room, poorly ventilated by small fans and communal 
toilets and showering facilities shared by hundreds of men on each floor. 
Typically, they earn less than SGD 1000 a month, while the median 
monthly income for Singaporeans is SGD 3227. 

4.1.4. Preference for algorithm decision-making 
We measured preference for algorithm decision-making as in Study 

1. Participants then completed other scales (see supplemental materials) 
and, as a manipulation comprehension check, were asked whether the 
scenario they read mentioned class disparities in COVID-19 (yes/no). 
Finally, participants provided demographic information. 

4.2. Results 

Descriptive statistics and correlations are presented in Table 3. The 
mean SES in our sample was 6.22 (SD = 1.43), suggesting that partici-
pants perceived themselves as slightly higher than average SES; this 
makes sense since participants were undergraduates in an elite univer-
sity in Singapore. This analysis also provides a conservative test for our 
hypotheses, as our participants were on a higher-than-average SES and 
therefore not strongly disadvantaged. 

A t-test revealed that participants reported a stronger preference for 
algorithm decision-making in the threat of inequality condition (M =
2.41, SD = 1.34) than in the control condition (M = 1.96, SD = 0.98), t 
(414) = 3.92, p < .001, Cohen’s d = 0.38, supporting Hypothesis 1. 

To test the hypothesized interaction between SES and threat of 
inequality, we conducted a step-wise OLS regression predicting prefer-
ence for algorithm decision-making. In step 1, we entered SES and threat 
of inequality as the independent variables. In step 2, we entered the 
interaction term. As expected, the interaction term was significant (β =
− 0.21, p < .001) and resulted in a significant change in R2 (adjusted R2 

= 0.11, ΔR2 = 0.04, Fchange(1, 412) = 20.26, p < .001). Follow-up simple 
slope tests suggest that there is a significant and positive association 

between threat of inequality and preference for algorithm decision- 
making for those with low subjective SES (-1SD; t = 6.10, p < .001), 
but not for those with high subjective SES (+1SD; t = − 0.29, p = .77; 
Fig. 2), supporting Hypothesis 2. 

4.2.1. Discussion 
The results of Study 2 provide further support for our hypotheses in 

the context of SES health disparities in Singapore. Threat of inequality 
decreased participants’ aversion from algorithm decision-making, 
especially for those low in subjective SES. These results were obtained 
even though our participants were university students who were not 
members of the group the manipulation described as being disadvan-
taged (i.e., migrant workers). These findings support our hypotheses in a 
second cultural context, suggesting their generalizability. Furthermore, 
Study 2 shows that the threat of inequality increases preference for al-
gorithm decision-making even when the biases of human doctors are not 
explicitly mentioned. 

5. Study 3: perceived authority of doctors as a mediator 

Studies 1–2 did not explore the psychological mechanism underlying 
the effect. In Study 3 we test whether the threat of inequality changes 
people’s perceptions of doctors’ authority as a mediating mechanism for 
these effects. 

5.1. Method 

5.1.1. Participants 
We recruited 601 participants through Amazon’s Mechanical Turk, 

using Turkprime (Litman et al., 2017). We aimed for a half-half ratio of 
Black and White participants in our samples (with specified samples). As 
specified in the pre-registration4 (https://aspredicted.org/63pu8.pdf), 
we excluded participants who did not self-report as either Black or White 
or that failed the attention and manipulation comprehension checks. 
When the analyses were performed on the full sample, the effect of 
condition did not reach significance (p = .086) but was in the predicted 
and pre-registered direction. Our final sample was 483 participants (214 
male, 266 female, 3 other; 231 White and 252 Black; Age: M = 38.29, SD 

Table 3 
Descriptive statistics and correlations for study variables (study 2).  

Variable Mean SD 1 2 3 

1. Threat of inequality .49 .50 (- -)   
2. Personal relevance (SES) 6.22 1.43 .01 (- -)  
3. Preference for algorithm 2.18 1.18 .19* -.20* (- -) 

Notes. 
Threat of inequality: 0 = control condition; 1 = threat of inequality. 
*p < .05. 
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Fig. 2. The interactive effect of inequality threat and SES on preference for 
algorithm decision-making (Study 2). 

4 As specified in the pre-registration, we measured trust in physicians (Thom 
et al., 1999) as another possible mediator. The results of that measure were not 
significant and we do not discuss them further here. See supplemental materials 
for a full description of the scale. 
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= 11.71), see Table 1. Participants were paid $1 as compensation. A 
post-hoc power analysis (using G*power 3.1, Faul et al., 2007) revealed 
that this sample size had an achieved power of .868 (for an alpha of .05) 
to detect the main effect for condition, and an achieved power of .382 to 
detect the interaction. 

5.1.2. Threat of inequality manipulation 
The threat of inequality manipulation was identical to that of Study 

1. 

5.1.3. Authority 
After the threat of inequality manipulation participants answered 

three items measuring how they perceive the authority of doctors, 
modified from the Moral Foundations Questionnaire (Graham et al., 
2011) on a 1 (Strongly disagree) to 5 (Strongly agree) scale: “Respect for 
the authority of doctors is something all kids should learn,” “I am 
completely comfortable submitting to the authority of doctors,” and “As 
a patient, if I disagree with a doctor’s orders, I should still obey anyway 
because that is my duty,” Cronbach’s α = .73. 

5.1.4. Preference for algorithm decision-making 
We measured preference for algorithm decision-making as in Study 

1. 

5.1.5. Attention checks 
In addition to the manipulation comprehension question used in 

Study 1, we asked participants to explain their choice (excluding par-
ticipants who provided irrelevant explanations such as “good survey”). 
We further excluded participants who used auto-completion answering 
scales by measuring the number of clicks on some screens (using Qual-
trics’ Timing option). Finally, participants provided demographic 
information. 

5.2. Results 

Descriptive statistics and correlations are presented in Table 4. 

5.2.1. Preference for algorithm decision-making 
A 2 (condition: threat of inequality, control) x 2 (personal relevance: 

Black, White) ANOVA revealed a main effect for condition, F(1, 479) =
9.52, p = .002, ηp

2 = 0.02, such that participants reported a stronger 
preference for algorithm decision-making in the threat of inequality 
condition (M = 2.39, SD = 1.32) than in the control condition (M = 2.03, 
SD = 1.22), supporting Hypothesis 1. 

Personal relevance was also significant, F(1, 479) = 4.49, p < .001, 
ηp

2 = 0.01, such that across conditions, Black participants preferred al-
gorithm decision-making (M = 2.36, SD = 1.37) more than White par-
ticipants (M = 2.09, SD = 1.16). The personal relevance × condition 
interaction was not significant, F(1, 479) = 2.76, p = .097, which does 
not support Hypothesis 2. Although the interaction was not significant, 
it did trend in a similar direction to that of Studies 1–2. For White 
participants, there was no significant difference between the threat of 
inequality condition and the control condition (M = the control 

condition (M = 2.00, SD = 1.17) and 2.17, SD = 1.15; F(1,479) = 0.97, p 
= .325); For Black participants, there was a significant difference, such 
that in the threat condition participants showed a greater preference for 
algorithm decision-making (M = 2.60, SD = 1.43) than in the control 
condition (M = 2.05, SD = 1.27; F(1,479) = 11.77, p < .001, ηp

2 = .024), 
see Fig. 3. 

5.2.2. Authority 
A 2 (personal relevance: Black, White) x 2 (condition: threat of 

inequality, control) ANOVA revealed a significant personal relevance ×
condition interaction, F(1, 479) = 5.24, p = .023, ηp

2 = .01, such that 
while Black participants reported a lower belief in doctors’ authority in 
the threat of inequality condition (M = 3.05, SD = 0.94) than the control 
condition (M = 3.34, SD = 0.96), F(1, 479) = 6.04, p = .014, ηp

2 = .01, 
there was no significant difference for White participants between the 
threat of inequality condition (M = 3.33, SD = 0.84) and the control 
condition (M = 3.23, SD = 0.97), p = .415. See Fig. 4. 

5.2.3. Moderated mediation by authority 
To examine the first-stage moderated mediation (Edwards & 

Lambert, 2007), we entered threat of inequality as the independent 
variable, authority as the mediator, personal relevance as the first-stage 
moderator, and preference for algorithm decision-making as the 
dependent variable into a bootstrapping moderated mediation analysis 
(Model 7, 5000 iterations; Preacher & Hayes, 2008). Results revealed 
that the indirect effect of threat of inequality on preference for algorithm 
decision-making, via authority, was significant for Black participants 
(coefficient = 0.06, SE = 0.03, 95% CI [0.01, 0.13], but not for White 
participants (coefficient = − 0.02, SE = 0.03, 95% CI [-0.08, 0.02]. 
Finally, the difference between these two indirect effects was also sig-
nificant (index of moderated mediation = 0.08, SE = 0.04, 95% CI [0.01, 
.19], supporting Hypothesis 3. 

5.3. Discussion 

The results of Study 3 replicate our previous finding that threat of 
inequality increases preferences towards algorithm decision-making. 
Although our predicted interaction between threat of inequality and 
personal relevance was not significant, we did find that threat of 
inequality significantly increased Black participants’ preference for al-
gorithms but did not significantly affect White participants’ preferences, 
partially replicating our previous findings. The results of Study 3 also 
reveal one possible psychological mechanism underlying the effect of 
threat of inequality on preference for algorithm decision-making. Threat 
of inequality weakens the perceived authority of doctors and thereby 

Table 4 
Descriptive statistics and correlations for study variables (study 3).  

Variable Mean SD 1 2 3 4 

1. Threat of inequality .55 .50 (- -)    
2. Personal relevance .52 .50 .02 (- -)   
3. Authority 3.23 .93 -.05 -.06 (- -)  
4. Preference for algorithm 2.23 1.29 .14* .10* -.16* (- -) 

Notes. 
Threat of inequality: 0 = control condition; 1 = threat of inequality. 
Personal relevance: 0 = White participants; 1 = Black participants. 
*p < .05. 
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Fig. 3. Preference for Algorithm triage by personal relevance and condition 
(Study 3). Error bars reflect standard errors. 
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increases people’s preference for algorithm decision-making (especially 
for those disadvantaged by the disparity). 

6. Study 4: hospital choice 

In Studies 1–3 we measured preference for an algorithm triage on a 
continuous scale. However, in practice, the choice between hospitals is 
typically dichotomous. Therefore, in Study 4 we used a similar paradigm 
to that of Studies 1 and 3 with a binary choice measure, asking partic-
ipants to choose one of the two hospitals, mirroring real-life decisions. In 
addition, as in Study 2, we did not mention any possible biases in doc-
tors’ decision-making to reduce demand characteristics. We also 
expanded the groups we describe as having higher mortality rates in our 
threat of inequality to include Latino and Indigenous people, as well as 
Black people, to better reflect current data regarding COVID-19 mor-
tality rates (APM Research Lab, 2020). We also explored an additional 
possible outcome for threat of inequality – support for government 
assistance to hospitals. Finally, to explore whether SES, rather than race, 
better captures personal relevance, we also measured SES in this study. 

6.1. Method 

6.1.1. Participants 
An a priori power analysis (using G*power 3.1, Faul et al., 2007) 

revealed that we need a sample size of 800 participants to detect a small 
effect size. To account for participants who might fail the attention 
check, we recruited 1005 participants through Prolific. We aimed for an 
equal number of Black and White participants in our samples (with 
specified samples). As specified in the pre-registration (https://aspred 
icted.org/wg8up.pdf), we excluded participants who did not 
self-report as either Black/Latino/Indigenous or White or those who 
failed the attention and manipulation comprehension checks. Our final 
sample was 860 participants (432 male, 419 female, 9 other; 466 White, 
190 Hispanic or Latino, 208 Black or African American and 16 Native 
American or American Indian; Age: M = 32.08, SD = 10.54). When 
including all participants in the analysis, the main effect for condition 
becomes only marginally significant (p = .073), the rest of the results 
remained unchanged. Participants were paid $0.4 as compensation.5 

6.1.2. SES 
As in Study 2, we measured SES with the MacArthur subjective SES 

scale (Adler et al., 2000).6 

6.1.3. Threat of inequality manipulation 
The control condition was identical to that of Studies 1–3. In the 

“threat of inequality condition” participants also read the following: 
There are large racial and ethnic disparities in who dies from COVID- 

19. In the United States, for example, the mortality rate from COVID-19 
for Black, Latino, and Indigenous people is three times that of White 
people. 

6.1.4. Hospital choice 
We asked participants to which hospital they would go, either the 

hospital where the human doctor makes triage decisions or the hospital 
where an algorithm makes triage decisions. 

6.1.5. Government assistance 
We told participants that the government can give medical supplies 

to one of the two hospitals and asked them which of the two hospitals 
should receive the medical supplies. 

6.1.6. Attention checks 
We used the same attention checks as in Study 3. 

6.2. Results 

Descriptive statistics and correlations are presented in Table 5. 

6.3. Choice of hospital 

To avoid an interaction term created by multiplying variables that 
half of their values are equal to 0, we modified the coding of the con-
dition and personal relevance variables for hypothesis testing. A logistic 
regression with condition (control = − 1; threat of inequality = 1), 
personal relevance (White = − 1; Black/Latino/Indigenous = 1), and 
their interaction predicting choice of hospital revealed a main effect for 
condition, Wald χ2 (1, N = 860) = 6.37, p = .012, Exp(B) = 1.23, such 
that participants were more likely to choose algorithm triage in the 
threat of inequality condition (26.01%) than in the control condition 
(18.76%), supporting Hypothesis 1. We also found a main effect for 
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Fig. 4. Belief in doctors’ authority by personal relevance and condition (Study 
3). Error bars reflect standard errors. 

Table 5 
Descriptive statistics and correlations for study variables (study 4).  

Variable Mean SD 1 2 3 4 5 

1. Threat of inequality .45 .50 (- -)     
2. Personal relevance .48 .50 -.02 (- -)    
3. SES 5.23 1.69 .00 − 0.9* (- -)   
4. Choice of hospital 0.22 0.42 .09* .09* -.01 (- -)  
5. Government 

assistance 
0.25 0.44 .08* .04 .03 .65* (- -) 

Notes. 
Threat of inequality: 0 = control condition; 1 = threat of inequality. 
Personal relevance: 0 = White participants; 1 = Black/Latino/Indigenous par-
ticipants. 
Choice of hospital: 0 = Hospital with human triage; 1 = Hospital with algorithm 
triage. 
Government assistance: 0 = Hospital with human triage; 1 = Hospital with al-
gorithm triage. 
*p < .05. 

5 In Prolific, we could target participants according to race and ethnicity 
without using a specialized panel, and therefore we could offer participants a 
more modest compensation. 

6 SES did not interact with condition to predict preference for algorithm 
decision-making (p = .162). 
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personal relevance, Wald χ2 (1, N = 860) = 7.47, p = .006, Exp(B) =
1.25, such that Black, Latino, and Indigenous people were more likely to 
select algorithm triage (26.01%) than White participants (18.39%). 
However, the personal relevance × condition interaction was not sig-
nificant, p = .299, which does not support Hypothesis 2. This may reflect 
the lower statistical power of interaction tests, especially with uneven 
sample sizes (Simonsohn, 2015). 

Although the interaction was not significant, to understand our re-
sults better we ran follow-up chi-squared analyses. We found that Black, 
Latino, and Indigenous people were more likely to choose algorithm 
triage in the threat of inequality condition (32.79%) than in the control 
condition (20.96%), χ2 (1, N = 860) = 6.98, p = .008, ϕ = 0.13. In 
contrast, for White participants, the difference in choice of algorithm 
triage between the choice of inequality condition (20.39%) and the 
control condition (16.67%) was not significant, p = .312, see Fig. 5. 

6.4. Government assistance 

Logistic regression with condition, personal relevance, and their 
interaction predicting choice of hospital to receive government assis-
tance revealed a main effect for condition, Wald (1, N = 860) = 4.81, p 
= .028, Exp(B) = 1.19, such that participants were more likely to choose 
the hospital with algorithm triage for government assistance in the 
threat of inequality condition (28.90%) than in the control condition 
(22.39%). The main effect for personal relevance was not significant, p 
= .248, and neither was the personal relevance × condition interaction, 
p = .121. 

Although the interaction was not significant, to understand our re-
sults better we ran a follow-up chi-squared analysis. We found that 
Black, Latino, and Indigenous people were more likely to choose algo-
rithm triage for government assistance in the threat of inequality con-
dition (33.51%) than in the control condition (21.38%), χ2 (1, N = 860) 
= 7.07, p = .008, ϕ = 0.13. In contrast, for White participants, the dif-
ference in choice of algorithm triage between the choice of inequality 
condition (24.76%) and the control condition (22.92%) was not signif-
icant, p = .649. 

6.5. Discussion 

Relying on a measure of binary choice rather than preferences, the 
results of Study 4 generalize our earlier findings. Threat of inequality 
increased the likelihood that participants will choose a hospital where 
an algorithm makes triage decisions. However, in this forced-choice 
scenario, we do note that participants still overwhelmingly chose 
human doctors over algorithms. This suggests that while our manipu-
lation was successful in reducing algorithm aversion, its effect might be 

small. 
In addition, our threat of inequality manipulation led to another 

high-stake outcome—allocation of government assistance. Although we 
did not find a significant condition x personal relevance interaction, a 
simple effect analysis revealed that threat of inequality significantly 
affected choice of hospital for our Black, Latino and Indigenous partic-
ipants, but not for our White participants. We also found that threat of 
inequality affects another applied outcome – it increases people’s sup-
port for the hospital with algorithm triage to receive government 
support. 

7. Internal meta-analyses 

To estimate the overall effect of threat of inequality on preference for 
algorithm decision-making and to provide a concise summary of our 
findings (Goh et al., 2016), we conducted internal meta-analyses for 
Hypotheses 1 and 2. These meta-analyses included the results of Studies 
1–3, which used a continuous DV, and were conducted with the ‘meta’ 
package in R (Schwarzer, 2007). 

The first meta-analysis tested Hypothesis 1 – whether threat of 
inequality increased preference for algorithm decision-making. This 
meta-analysis revealed a mean effect size of Cohen’s d = 0.42, 95% CI 
[0.06, 0.78], t = 5.08, p = .037, for a random effect model, and a mean 
effect size of Cohen’s d = 0.45, 95% CI [0.36, 0.54], Z = 9.83, p < .001, 
for a fixed effect model, supporting Hypothesis 1.The second meta- 
analysis tested Hypothesis 2 – whether the effect of threat of 
inequality is moderated by personal relevance. This meta-analysis 
revealed a mean effect size of Cohen’s d = 0.26, 95% CI [-0.03, 0.57], 
t = 3.84, p = .062, for a random effect model, and a mean effect size of 
Cohen’s d = 0.21, 95% CI [0.15, 0.28], Z = 6.25, p < .001, for a fixed 
effect model, providing only partial support for Hypothesis 2. 

8. General discussion 

People are generally averse to algorithms making decisions—at the 
cost of efficiency and potentially human lives (Bigman & Gray, 2018; 
Longoni et al., 2019). Making the threat of inequality salient, however, 
can reduce this aversion. In four studies, we found that the threat of 
inequality in COVID-19 treatment reduces the aversion people have for 
algorithms making decisions. This basic pattern replicated across cul-
tures (the United States and Singapore), in various time-points during 
the pandemic (see Table 1), for a variety of medical decisions such as 
ventilator allocation and preference for which hospital should receive 
government assistance, and with (Studies 1 and 3) or without (Studies 2 
and 4) the explicit mention of possible bias in human decision-making. 

Furthermore, we find some evidence that this aversion reduction is 
stronger for those to whom the inequality is personally relevant. We note 
that algorithm aversion for those who personally suffer from human- 
induced inequality might not be surprising, as such a response could 
be explained by simple self-interest. Disadvantaged patients might 
simply prefer the option that will maximize their chances of getting the 
best medical treatment. However, those who stand to benefit from 
inequality (e.g., White participants, high-SES participants) also shift 
their preference toward algorithms, indicating that these changes in 
preference cannot be solely explained by self-interest. 

Mediation analyses help explain the underlying mechanism for this 
general move in preferences toward algorithms: the reduced aversion 
from algorithm decision-making is due, at least partially, to a weakening 
of the perceived authority of doctors. Threat of inequality might cause 
people to question the authority of doctors—who can be seen as asso-
ciated with the inequality—and therefore increase people’s preference 
for algorithms, rather than human doctors, as decision-makers. That 
said, we acknowledge that the empirical support for the role of doctors’ 
authority is limited. Only one study (Study 3) examined this question, 
and that study explicitly mentioned that doctors might be biased. Future 
research is needed to test the robustness of this finding. 
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Fig. 5. Choice of hospital with algorithm triage by personal relevance and 
condition (Study 4). Error bars reflect standard deviations. 
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Our results suggest that people are not only motivated by their self- 
interest, but also by broader ethical considerations (Jones, 1991; Rey-
nolds, 2006). Our research demonstrates how awareness of the potential 
race and class inequality in medical decision-making can reduce the 
aversion from algorithm decision-making and accelerate the integration 
of algorithms into healthcare settings. By doing so, it can shape the 
future of human-algorithm interaction in the healthcare system (Hao, 
2020). These findings can increase laypeople and patients’ acceptance of 
algorithms and other technologies in the healthcare setting, with the 
potential to increase efficiency, reduce biases, and even save lives, all of 
which are valuable implications during and after the COVID-19 
pandemic. 

To maintain external validity, our studies did not inform participants 
how the algorithm would make decisions. In practice, when people are 
informed that a hospital uses algorithms for triage, they do not neces-
sarily receive a description of the decision-making process. Indeed, even 
the decision-making process of human doctors is often opaque to pa-
tients. However, people might have different preferences for different 
processes of algorithm decision-making (Bonnefon et al., 2016), and 
general transparency about how AIs make decisions might further in-
crease acceptance of AI decision-making (Kim & Hinds, 2006). Future 
research is needed to examine this question. 

Triage decisions are one domain of high-stake decision-making in 
which there is a growing public appreciation of outcome inequality, and 
in which algorithm decision-making is a growing alternative to human 
decision-making. Other such contexts are banking decisions, such as 
loans and credit limits (O’neil, 2016; Perez, 2019; Perry, 2019). While 
our studies focused on medical decision-making, they might extend to 
other domains, such as banking, in which people might be able to choose 
whether to apply for a loan from a human banker or an algorithm. 
Future research is needed to examine the generalizability of our findings 
to other domains. 

We note that while threat of inequality reduced the aversion from 
algorithm decision-making, preferences for algorithm decision-making 
were not high. The relatively small effect size is perhaps most salient 
in Study 4 where participants were forced to choose between either a 
human or an algorithm. This outcome is consistent with previous work 
that found a strong aversion against algorithms making moral and 
medical decisions (e.g., Bigman & Gray, 2018; Longoni et al., 2019). 
While our short text-based manipulation might not have reversed peo-
ple’s preferences, even small changes in preferences (Studies 1–3) and in 
choice (Study 4) can yield big differences when aggregated across large 
populations (Prentice & Miller, 1992). Also, our manipulation is virtu-
ally costless while other factors might not be so. That said, future 
research is needed to examine additional factors that might more 
dramatically reduce people’s algorithm aversion. For example, studies 
have shown that anthropomorphized algorithms can generally lead to 
satisfaction in consumer contexts (Rauschnabel & Ahuvia, 2014; Yam 
et al., 2020), but whether this is the same in the medical context remains 
an open empirical question. All in all, we are not suggesting that our 
work can eliminate algorithm aversion, but rather we hope our work 
will spark additional research to mitigate this aversion. 

We acknowledge that although algorithms might be perceived as 
being more objective than humans (Lee, 2018), several discriminatory 
algorithms have been documented (O’neil, 2016; Perez, 2019). For 
example, algorithms can be biased in hiring decisions (Dastin, 2018), 
parole recommendations (Angwin et al., 2016), and identifying people 
in need of special medical assistance (Obermeyer et al., 2019). Although 
some algorithms might be biased, algorithm bias is often easier to be 
corrected than human bias (Mullainathan, 2019). We also acknowledge 
that structural inequalities, and not necessarily individual bias, could be 
a major source of the higher COVID-19 mortality rates of some groups 
(Abuelgasim et al., 2020; Bibbins-Domingo, 2020; Braveman et al., 
2011; Yancy, 2020). We note that it is possible (and plausible) that 
learning about algorithm bias might increase people’s aversion to al-
gorithm decision-making. However, at least currently, the role of 

algorithm decision-making in medical decision-making is still limited, 
and people are less likely to perceive them as biased (Bigman et al., 
2020; Lee, 2018). 

Replacing human decision-making with algorithm decision-making 
will not eliminate health disparity. Access to quality healthcare, 
habitat density, the ability to work remotely, and SES all contribute to 
the higher mortality rate in some communities (Abuelgasim et al., 2020; 
Bibbins-Domingo, 2020; Braveman et al., 2011; Yancy, 2020). Although 
we demonstrated that the threat of inequality can increase preference 
for algorithm decision-making, this does not necessarily translate to 
reduced inequality in medical outcomes. Future work should consider 
all these factors in tandem with human vs. algorithm-based medical 
decision-making. We do hope, however, that our work can contribute to 
this ongoing discussion about healthcare disparities and offer one way to 
potentially mitigate them. 

8.1. Limitations and future directions 

We note that there is some variability in the effect sizes for our threat 
of inequality manipulation. Specifically, the effect size for threat of 
inequality in Study 1 (ηp

2 = .07) is much larger than in Study 3 (ηp
2 = .02), 

although they both used the same manipulation with the same popula-
tion. One possibility is that the demonstrations following the killing of 
George Floyd in the U.S. on May 25, 2020 mitigated the effectiveness of 
our manipulation, as the baseline of threat of inequality might have 
changed. Another possibility is that as time passed and countries 
equipped themselves better, the fear of overcrowded hospitals and the 
lack of ventilators was reduced. Future research is needed to explore 
these possibilities. The differences in effect sizes in our other studies are 
not surprising, as they included samples from different populations, with 
different manipulations and different dependent variables. 

One limitation of our studies is that our main dependent variables are 
self-reported preferences and decisions, which although being a reliable 
measure of general attitudes (Krosnick et al., 2005) is not as compelling 
as a field study measuring actual behaviors. However, ethical consid-
erations preclude the possibility of such a field study, as it would involve 
asking patients to select either a human doctor or an algorithm as they 
are being admitted into a hospital with acute COVID-19 symptoms when 
rapid treatment is critical. Nevertheless, future research should examine 
this question in a field study, perhaps among patients with less acute 
illnesses. 

In our studies, we simplified the medical decision-making process 
and the role of AI in this process. In actual healthcare settings, decision- 
making is complex and often involves several parties and stakeholders. 
These can be the various nurses, doctors, the patient, and the patient’s 
family. While AI input might be one factor that determines treatment, at 
least today, it is not the only one. To capture this complexity, future 
studies could ask participants to choose between a hospital staffed by 
only human doctors, nurses, and healthcare professionals vs. a hospital 
staffed by human doctors, nurses, healthcare professionals, and AI. 

In life-and-death medical decisions, the need for accountability and 
justification is high, as they involve legal liability. This might also be an 
obstacle in the dissemination of deep learning algorithms in which the 
decision-making process is not always fully explainable (Abdul et al., 
2018; Alaieri & Vellino, 2016). These limitations should be taken into 
account when considering the applications of this research. 

Another limitation of our studies is the operationalization of medical 
decision-making as triage decisions when resources are scarce. These 
decisions might be specific to pandemics, for which the healthcare 
system is not properly equipped and prepared. Future research should 
examine people’s preferences for a wider range of decisions by algo-
rithms. For example, as of this writing, vaccine allocation has been a 
heatedly debated topic and future research can explore whether our 
findings can be generalized to this specific outcome. 
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8.2. Concluding remarks 

The use of algorithms for decision-making holds promise to help 
society in many ways (Jackson et al., 2020), including increasing effi-
ciency and fairness in healthcare. Here we show how awareness of 
health disparities can increase people’s acceptance of algorithms and 
accelerate the integration of algorithms into the workforce, with po-
tential lasting impacts for racial and economic equality. 
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