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A B S T R A C T   

Robots are transforming organizations, with pundits forecasting that robots will increasingly perform managerial 
tasks. One such key managerial task is the evaluation and delivery of feedback regarding an employee's per-
formance, including negative feedback. However, within this context of delivering negative feedback, we suggest 
that anthropomorphism—a factor most practitioners and researchers consider as a panacea for overcoming 
difficulties in human-robot interaction—can backfire. Drawing upon the theory of mind perception, we find that 
an anthropomorphised robot supervisor delivering negative feedback is more likely than a non- 
anthropomorphised robot to be perceived as possessing agency. This perceived agency causes perceptions of 
abuse to arise, which in turn leads to higher supervisor-directed retaliation (operationalized as powering down 
the robot supervisor; Study 1). These findings even extend to third-person observers witnessing the delivery of 
negative feedback, again culminating in supervisor-directed retaliation (Study 2). We conclude by discussing the 
theoretical and practical implications of these findings.   

When machines first entered the workplace en masse during the in-
dustrial revolution, the tasks they performed were ground-breaking but 
straightforward. Steam-powered looms, blast furnaces, and the like 
enabled textiles, steel, and other goods to be manufactured at record 
rates (Stearns, 2020). As technology progressed in the 20th and 21st 
centuries, the complexity of tasks allocated to machines progressed as 
well. Today, blue-collar tasks such as bricklaying are regularly per-
formed with the assistance of complex robots that increasingly mirror 
human activity (Murphy, 2017). Pundits have suggested that this trend 
will soon extend to white-collar jobs such as writing, teaching, and 
consulting (Brynjolfsson & McAfee, 2014; Kruse, 2018; Young & 
Cormier, 2014), as well as managerial tasks. 

Although the idea of robots entering the sphere of knowledge work 
and managerial tasks might appear futuristic, the development of social 
robots, broadly defined as robots that are “designed to autonomously 
interact with people across a variety of different application domains in 
natural and intuitive ways,” has enabled this possibility (Vollmer, Read, 
Trippas, & Belpaeme, 2018, p. 1). Social robots can recognize faces, 

emotions, and physiological states, and are designed to optimize human- 
robot interactions. For example, social robots are increasingly utilized to 
care for senior citizens (Wada & Shibata, 2007), teach young children 
(Breazeal et al., 2016), and help with hospital triage decisions (Bigman, 
Yam, Marciano, Reynolds, & Gray, 2021; Cairns, 2021). Robots have 
even begun to take on managerial tasks such as assessing and firing 
employees. At Amazon, for instance, robots are given the task of 
assessing delivery drivers' performance and firing them when they fail to 
meet expectations (Soper, 2021; see also Chamorro-Premuzic & Ahme-
toglu, 2016; Tschang & Mezquita, 2020). 

A robot supervisor comes with many benefits. Due to their data 
processing power, robots have a unique capacity to integrate vast 
amounts of information into their decision-making (e.g., Blair & Saffi-
dine, 2019; Gombolay, Gutierrez, Clarke, Sturla, & Shah, 2015). In 
addition, they require minimal downtime and so can respond to sub-
ordinates' needs at any time—a uniquely useful benefit for work that is 
distributed across time zones around the globe. Finally, robot supervi-
sors are not susceptible to problems commonly associated with 
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increased fatigue, such as emotional outbursts (e.g., Barnes, Lucianetti, 
Bhave, & Christian, 2015). Consequently, the question is no longer if 
robots will play a role in managerial work. Instead, the question is how 
we can use them in a way that leverages their advantages while mini-
mizing their downsides. 

To the issue of downsides, research has shown that people have an 
aversion to robots in many contexts (Glikson & Woolley, 2020; Granulo, 
Fuchs, & Puntoni, 2019; Newman, Fast, & Harmon, 2020). For example, 
people display a deep sense of aversion to robots tasked with making 
ethical decisions, issues that most supervisors regularly encounter. This 
is because robots are perceived to lack the mental tools needed to make 
such decisions in a way that is consistent with human morality (Bigman 
& Gray, 2018). Robots are also perceived to lack emotionality (Gray, 
Gray, & Wegner, 2007), leading to concerns that they will be insensitive 
to human suffering in their quest to accomplish their assigned tasks. 

To address concerns with robots' lack of morality, empathy, and 
emotionality, one solution that has been put forth is to anthropomor-
phize them—to imbue them with “humanlike characteristics, motiva-
tions, intentions, and emotions” (Epley, Waytz, & Cacioppo, 2007, pp. 
864–865). When a robot is anthropomorphized, people see it as more 
human. In other words, they see the robot as possessing more of a mind 
than a non-anthropomorphized robot, and are therefore more comfort-
able interacting with and trusting the robot (Airenti, 2015). For 
example, prior work has shown that customers generally prefer to 
interact with anthropomorphized robots, such as robots with faces and 
names (Borau, Otterbring, Laporte, & Fosso Wamba, 2021; Yam et al., 
2021). 

Given extensive prior research on the benefits of high-quality re-
lationships between supervisors and their employees (e.g., Martin, 
Guillaume, Thomas, Lee, & Epitropaki, 2015; Wang, Law, Hackett, 
Wang, & Chen, 2005), it seems intuitive to assume that robots put in 
managerial positions should be anthropomorphized to improve em-
ployees' relationships with them. This suggests that within a workplace 
context, anthropomorphised robot supervisors could replicate the 
important supervisor-follower interactions and relationships existing 
human supervisors have with their followers. However, it is important 
not to make this assumption too quickly, as an anthropomorphized robot 
might also come with downsides that are important to consider. In this 
paper, we suggest that in the important context of giving negative 
feedback, the anthropomorphizing of a robot supervisors might backfire. 

Surveys suggest that supervisors generally loathe giving their em-
ployees negative feedback, fearing a negative impact on the employee- 
supervisor relationship (Baron, 1993; Tesser & Rosen, 1975). In part 
because of this hesitancy, robot supervisors might be tasked with 
delivering negative feedback instead in the near future (Chamorro- 
Premuzic & Ahmetoglu, 2016), especially since people across cultures 
are open to being supervised by robots (Oracle, 2019). Drawing from 
mind perception theory (Gray et al., 2007; Gray & Wegner, 2009), we 
suggest that in the context of delivering negative feedback, robots 
should not be anthropomorphized. This is because anthropomorphized 
robot supervisors are more likely than non-anthropomorphized robot 
supervisors to be seen as capable of carrying out intentional, volitional 
behavior aimed at hurting others (Gray & Wegner, 2008). And as a result 
of these perceptions, employees are more likely to perceive anthropo-
morphized robots' negative feedback as abusive, and thus are more 
likely to attempt to retaliate against them. With these predictions in 
mind, we conducted two laboratory studies. In the first study, we 
randomly assigned participants to an anthropomorphized robot super-
visor or a mechanistic robot supervisor, and assessed their reactions to 
receiving negative feedback from the robot. In our second study, we 

examined the same phenomenon from a third-party perspective, and 
investigated the extent to which employees' reactions to robots' negative 
feedback extended to third party witnesses of the exchange. A summary 
of our model is presented in Fig. 1. 

Our paper contributes to the literatures on human-robot interaction 
and the future of work. First, we consider how employees might interact 
with and react to robots at work, specifically in the context of the 
supervisor-follower relationship. Although the notion of robot supervi-
sors might seem far-fetched to some, the reality is that robots are already 
beginning to take on an array of managerial tasks, from job training and 
performance appraisal to hiring and firing (Raisch & Krakowski, 2021; 
Sheridan, 2016; Tschang & Mezquita, 2020). Thus, it is imperative for 
organizational scholars and practitioners to understand how the traits of 
the robots themselves impact how employees interact with them. Sec-
ond, our work explores the downsides of anthropomorphism, a phe-
nomenon that has thus far been viewed as a panacea for many to reduce 
the challenges associated with human-robot interactions. Finally, we 
extend scholars' understanding of reactions to robot supervisors to third 
parties who simply observe the employee-robot interaction, thus 
demonstrating a fuller range of implications for the dynamics proposed 
in our model. All in all, our research has lasting practical implications for 
the design and implementation of robots in the modern workforce. 

1. Parameters of the current research 

Before proceeding with our hypothesis development, we first address 
what we mean by “robots” in the context of this article. Psychologists 
often confound several interrelated terms in the domain of new tech-
nologies, including the terms algorithm, artificial intelligence (AI), and 
robots. For example, while some authors use the term “algorithm 
aversion” to refer to a preference for human judgment (Dietvorst, Sim-
mons, & Massey, 2015), others refer to the same phenomenon as AI 
aversion (Castelo & Ward, 2021) or as an aversion towards humanlike 
robots (Strait, Vujovic, Floerke, Scheutz, & Urry, 2015). This has the 
potential to create confusion in the literature, since algorithms are, in 
essence, the building blocks of artificial intelligence, but not all algo-
rithms are AI-powered. In turn, AI serves as the operating system for 
robots, much like cognition serves as the operating system for humans. 
Yet, many robots in the market nowadays are pre-programmed and not 
AI-powered. Formally defined, algorithms simply refer to any form of 
automated instruction, and AI refers to a set of algorithms which can 
learn and cope with unforeseen circumstances (Scott, 2021). Finally, the 
International Federation of Robotics defined industrial and social robots 
respectively as “automatically controlled, reprogrammable multipur-
pose manipulator programmable in three or more axes” and “[an entity] 
that performs useful tasks for humans or equipment excluding industrial 
automation applications” (IFR, 2022). In this paper, we focus specif-
ically on embodied social robots. 

2. Mind perception theory and anthropomorphism 

Scholars have proposed that minds can be distinguished along two 
broad dimensions termed agency and experience. Agency refers to our 
ability to act with intention—to think, plan, and act according to our 
own volition. Experience refers to our ability to experience positive and 
negative emotions and feel pain and pleasure (Gray et al., 2007; Gray & 
Wegner, 2009). Importantly, mind perception theory suggests that 
perceiving minds is an ambiguous and subjective process (Gray et al., 
2007; Waytz, Cacioppo, & Epley, 2010). For example, vegans attribute 
minds to animals more than non-vegans (Bilewicz, Imhoff, & Drogosz, 
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Fig. 1. The theoretical model.  
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2011), conservatives attribute minds to foetuses more than liberals 
(Dubow, 2010; Mikołajczak & Bilewicz, 2015), and children attribute 
minds to objects more than adults (Carey, 1985). Mind perception in 
turn affects how we treat other entities. Entities believed to possess 
agency are often held more accountable for their actions than entities 
believed to lack agency (Ashforth, Schinoff, & Brickson, 2020). Simi-
larly, entities believed to possess experience are often seen as more 
deserving of rights and protections than entities believed to lack expe-
rience (e.g., Cohen & Regan, 2001; Schönfeld, 1992). In terms of robots, 
a handful of studies reveal that humans tend to perceive robots as 
moderate in agency and very low in experience (Gray et al., 2007; Yam, 
Bigman, Tang, et al., 2021), suggesting that while we think robots have 
some capability to act and think, we tend to believe that they cannot feel 
or understand emotions and bodily sensations. 

Although we do not naturally attribute minds to non-human entities, 
anthropomorphism often allows us to do so. Research has also shown 
that individual differences in loneliness (Epley, Waytz, Akalis, & 
Cacioppo, 2008), age (Bering & Bjorklund, 2004), and effectance 
motivation (Epley et al., 2007) are all associated with a propensity to see 
humanness in non-human entities. For example, lonely people tend to 
attribute humanness to non-human entities as a means of compensating 
for their lack of human connection (Epley et al., 2008). In the context of 
robotics, researchers have often used a combination of the following 
tactics to increase the humanness of robots: presenting them with faces 
(e.g., Abubshait & Wiese, 2017; Brink, Gray, & Wellman, 2019; Gray & 
Wegner, 2012; Zhang et al., 2010), allowing them to speak in a human 
vs. digitalized voice (e.g., Eyssel & Kuchenbrandt, 2012; Zhang et al., 
2010), giving them personalized names (Roesler, Onnasch, & Majer, 
2020), changing the way they verbally present themselves (e.g., saying 
yes vs. just beeps; Fraune, 2020), and giving them legs (e.g., Müller, Gao, 
Nijssen, & Damen, 2021). 

In essence, anthropomorphising an entity increases the “humanness” 
of that entity, thereby increasing perceptions of its agency and experi-
ence. In our context of a robot supervisor and negative feedback, we 
focus on its enhanced agency perceptions (i.e., robots' ability to act with 
intention). We do so because individuals are particularly sensitive to-
wards the intentions of others (e.g., Cuddy, Fiske, & Glick, 2008; 
Skowronski & Carlston, 1987), especially within the context of mana-
gerial behavior (e.g., Chan & McAllister, 2014; Eschleman, Bowling, 
Michel, & Burns, 2014; Ferris, Bhawuk, Fedor, & Judge, 2018; Schyns, 
Felfe, & Schilling, 2018). Furthermore, individuals' perceptions of 
whether the offending entity can feel (i.e., experience perceptions) hold 
little, if any, weight when individuals form moral judgments about that 
entity's behavior (Foster, 2021; Malle, Guglielmo, & Monroe, 2014). Put 
together, this suggests that agency perceptions play a focal role in 
interpreting robots' negative feedback.1 

3. Anthropomorphism and perceptions of negative feedback as 
abuse 

We propose that when a robot is anthropomorphized, any negative 
feedback it gives to employees is more likely to be perceived as abusive 
as a result of increased perceptions of agency. To illustrate, consider this 
thought experiment: Imagine someone stepped on your toe in a crowded 
subway. Most people would feel annoyed but otherwise attribute the 
incident as accidental. However, imagine being told that the same per-
son stepped on your toe on purpose. Although the physical discomfort is 
constant, intentional wrongdoing certainly worsens the recipient's 
experience (Gray & Wegner, 2008). This thought experiment dovetails 
well with the idea that for an act to be wrong within the legal context, 
there needs to be mens rea (guilty mind) and actus reu (guilty act; Chan & 

Simester, 2011). 
Here, we suggest that if an entity is perceived as not possessing a 

sufficient amount of agency (i.e., a non-anthropomorphised robot), then 
wrongdoing is improbable because a guilty mind is absent. This arises 
because to consider an entity's action as wrong or immoral, one must 
first establish that the entity is capable of carrying out the action 
intentionally and volitionally (i.e., high perceived agency; Gray, Young, 
& Waytz, 2012). If an entity is perceived to be low in agency, such as a 
non-anthropomorphised robot, then it is incapable of having a guilty 
mind. In normative ethics, Immanuel Kant argued that intentions are 
more morally relevant than the consequences of one's actions in judging 
others' morality (Kant, 1964). In other words, motives matter when 
considering the ethicality of a person's actions. Importantly, an entity is 
perceived to have minimal levels of intentions and motives when it is 
low in agency (Gray et al., 2007). Supporting this view, research has 
shown that children are not held to the same level of responsibility as 
adults for their wrongdoings because we do not see them as possessing 
the same level of intent (Dix, Ruble, Grusec, & Nixon, 1986), especially 
within the legal context (Sayre, 1932). 

In the context of negative feedback, research has highlighted 
although people do actively seek negative feedback when they desire to 
conduct a realistic assessment of their skills and seek improvements 
(Finkelstein & Fishbach, 2012), receiving negative feedback can often be 
perceived as unfair (e.g., Baron, 1993; Bartol, Durham, & Poon, 2001; 
Miketta & Friese, 2019). For example, people might construe negative 
feedback delivered by supervisors as abusive supervisory behaviors such 
as being ridiculed, told that one is stupid, etc. (Tepper, 2000). Although 
negative feedback is inherently hurtful, we argue that people often use 
perceptions of agency of the entity to “disambiguate” the negative 
feedback. When perceived agency is low, people are more likely to see 
the feedback givers as merely conveying facts. In contrast, when 
perceived agency is high, people might see the feedback givers as 
conveying facts, desiring to harm them, or both. Studies have provided 
some indirect support for this argument, revealing that negative feed-
back only evokes anger and hostility when the perceived intent is 
harmful (Raver, Jensen, Lee, & O'Reilly, 2012). Interestingly, this 
finding is also consistent with the broader conflict literature. For 
instance, a meta-analysis of the forgiveness literature found that per-
ceptions of intent were a much stronger predictor of forgiveness than the 
severity of the offense itself (Fehr, Gelfand, & Nag, 2010). 

In sum, we suggest when a robot supervisor is anthropomorphized, 
the supervisor will be perceived as possessing greater agency, which will 
in turn increase the tendency to interpret negative feedback as abuse. 
Here, if anthropomorphised robot supervisors are perceived to be 
capable of possessing intentions, this would more easily enable attri-
bution of hostile intentions by followers to the robot supervisor. 
Consequently, in the context of a robot supervisor delivering negative 
feedback, we hypothesize the following: 

Hypothesis 1. When a robot delivers negative feedback, anthropo-
morphism will have an indirect effect on perceived abuse via percep-
tions of agency. 

When employees perceive that they have been abused, they often 
respond by retaliating against their abusers as a result of both deliberate 
and automatic processes (e.g., Aquino, Tripp, & Bies, 2006; Harvey, 
Harris, Gillis, & Martinko, 2014; Lian et al., 2014; Mitchell & Ambrose, 
2007). First, this retaliatory behavior arises due to perceptions of 
deliberate injustice (Skarlicki & Folger, 1997) and intentional personal 
offense enacted by the perpetrator towards the individual (Aquino, 
Tripp, & Bies, 2001). Supervisor-directed retaliation can thus help 
restore a sense of justice by evening the score (Skarlicki & Folger, 1997). 
Indeed, studies have documented that followers receiving abuse may 
retaliate by tarnishing their supervisor's reputation (Harvey et al., 
2014), making demeaning remarks (Mitchell & Ambrose, 2007), or even 
physically assaulting their supervisor (Dupré, Inness, Connelly, Barling, 
& Hoption, 2006). 

1 Although our theorizing focuses on robots' enhanced agency as a result of 
anthropomorphism, we control for perceived experience in our empirical 
studies. 
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Second, when negative feedback is perceived as intentional and 
hence abusive (e.g., Baron, 1993; Miketta & Friese, 2019), it can trigger 
impulsive responses directed at the source of threat – the abusive su-
pervisor. Driven by increased arousal levels in the forms of anger and 
hostility, followers often “lose control” and engage in supervisor- 
directed retaliation (Bowling & Beehr, 2006; Hershcovis & Barling, 
2010). Research has shown that impulse-driven followers may retaliate 
even when doing so comes at a personal cost or is detrimental to their 
careers (Brown, 1968; Lian et al., 2014). Consequently, within the 
context of our study, this suggests that in response to perceptions of 
being abused by a robot supervisor, followers are likely to retaliate 
against the robot supervisor. 

In sum, we suggest that anthropomorphizing a robot would backfire 
in the context of it delivering negative feedback to its followers, which 
are inevitable aspects of leading others. Specifically, we suggest that the 
enhanced perceptions of agency as a result of anthropomorphism would 
lead to the perceptions of abuse, which in turn lead to increased robot 
supervisor-directed retaliation. In contrast, a non-anthropomorphized 
robot supervisor would not be seen as possessing enough agency for 
abuse to be probable, thus would be free from retaliation. We therefore 
propose the following serial mediation hypothesis: 

Hypothesis 2. In the context of delivering harsh and negative feed-
back, anthropomorphism is positively associated with robot supervisor- 
directed retaliation through the serial mediating effects of robot super-
visor's perceived agency and perceptions of abuse. 

4. Overview of studies 

We conducted two experiments to test our serial mediation model. In 
Study 1, participants were brought into a laboratory and given negative 
feedback on a performance task by either an anthropomorphized robot 
supervisor or a control robot supervisor. Then, they were given the 
opportunity to retaliate against the robot supervisor. In Study 2, we 
extended these results to a third party perspective to examine if the ef-
fects of robot anthropomorphism extend to individuals who merely 
observe the provision of negative feedback. Because the phenomenon of 
robots at work is still emerging, it was necessary for our studies to be 
conducted in a controlled laboratory setting. That said, unlike previous 
human-robot interaction studies that tend to utilize a scenario- or video- 
based manipulation and design, participants in our studies interacted 
with a real robot in person. Finally, our measure for robot supervisor- 
directed retaliation is likewise behavioral – operationalized by partici-
pants powering down their robot supervisor. All in all, although our 
studies were conducted in a controlled laboratory setting, they are high 
in realism and generalizability. In our 2 studies, data analysis was 
conducted only after the final sample was collected and we report all 
measures, manipulations, and exclusions. Both studies' data can be 
found via OSF: https://osf.io/ug28n/?view_only=913a7f05afac4 
98cb85feddc51cbb72e 

5. Study 1 

5.1. Participants and procedures 

We recruited 179 undergraduate students from a large university in 
Asia (Mage = 21.08 SD = 2.01, 51.4% female, 91.1% Chinese). We 
randomly assigned participants to one of two experimental conditions 
(robot supervisor anthropomorphism vs. control). All participants 
completed the study in exchange for course credit. Most participants 
completed the study within 15 min. Based on a sensitivity power anal-
ysis with this sample, a statistical power of 80%, and p < .05, the min-
imum effect that can be found is f2 = 0.0348. 

Upon arrival to the laboratory, the experimenter greeted the 
participant and informed him/her that the study would be on sports 
decision making and that it is concurrently run in another local 

university considered to be a rival. We included this set up in order to 
increase participants' emotional engagement with the tasks. Participants 
were told that they would be paired with a fellow student who, unbe-
knownst to the participants, was a confederate and had been seated 
already. Before the experimenter left the room, participants were 
informed that all study instructions will be delivered by a robot super-
visor who would guide the two participants (see Fig. 2 for the robot used 
in both Studies 1 and 2). Once the experimenter left the room, the robot 
began to speak and provide a brief overview of the study, where we 
manipulated anthropomorphism (see below). Specifically, the robot 
said: 

Hi, my name is Paul [Robot 17,541]. I will be the leader in today's session 
and I will ask you to complete a couple tasks using the laptop in front of 
you. Your responses will be sent directly to me and I will analyse them and 
provide you with feedback. As explained by the RA, we will engage in a 
task to compete with some [rival university's name] students. Before you 
start doing anything, please first complete the survey. Once you are 
finished, please say “I am done.” 

Participants were first directed to complete measures on perceived 
robot agency. The confederate would always finish the survey after the 
focal participant, and said “I am done.” Once the robot heard this, it 
directed the participants to complete a football knowledge test and a 
football simulation and participants received negative feedback from 
the robot supervisor in both incidents. First, participants were directed 
to a football knowledge test which quizzed them on obscure knowledge 
about the sport (see top of Appendix A). We chose this task because it is 
ambiguous enough so participants would not be able to estimate their 
actual performance. The robot then turned to the focal participant and 
delivered negative feedback by saying: 

“Your score was significantly below average on this assessment. This is 
very bad.” 

Immediately after, the robot turned to the confederate and said: 

“Your score was right at average. However, because your partner scored 
way below average you will have to pay special attention to make up for 
your partner's poor performance in the next task.” 

After providing this feedback, the robot supervisor asked the par-
ticipants to move on to the next simulation (see bottom of Appendix A). 
In this simulation, Participants were presented with 30 trials of a foot-
ball passing simulation. In each trial, participants were asked to hit 
either the “F” or “J” key as fast as possible to determine who they should 
pass the ball to in order to maximize the possibility to score a goal. They 
were furthermore told that there is a correct answer for each trial and 
their score would be based on both accuracy of their responses and 
speed. As with the football knowledge test, this simulation is ambiguous 
enough such that participants were not able to estimate their perfor-
mance. At the end of this simulation, the robot again delivered negative 
feedback towards the participants by saying: 

“Less than 3% of all participants did so poorly on both tasks. I do hope 
you can put more effort in the task next time because you really pull down 
the team's overall average.” 

Immediately after, the robot turned to the confederate and said: 

“You again did about average. However, your partner again did very 
poorly. As a result, the performance of your team is very poor.” 

After two rounds of negative feedbacks, the experimenter entered the 
room and asked participants to complete additional survey measures, 
which included a measure of perceptions of abuse, a behavioral measure 
of retaliation, and demographics. 
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5.2. Anthropomorphism manipulation 

Following Yam, Bigman, Tang, et al. (2021), we manipulated the 
robot supervisor's anthropomorphism in three ways. First, in the 
anthropomorphism condition, the robot supervisor had an animated 
face instead of just a blank screen. Second, the robot supervisor intro-
duced itself as “Paul” in the anthropomorphism condition vs. “Robot 
17,541” in the control condition. Finally, throughout the session, the 
robot in the anthropomorphism condition spoke with a male American 
accent whereas the robot in the control condition spoke in a mechanistic 
voice. Sample videos of the two conditions can be found here: 
https://www.youtube.com/playlist?list=PLR_YF7S_JywF5hkE8QK2q 
6yCXOlac_Qhx.2 

5.3. Measures 

Although both studies were conducted in Asia, all participants were 
fluent in English and as such we presented all study instruments and 
surveys in English. All items were measured with seven-point scales 
unless otherwise noted (1 = strongly disagree to 7 = strongly agree). All 
survey items can be found in Appendix B. 

Agency. We measured agency perceptions with a four-item scale 
used in Yam, Bigman, Tang, et al. (2021). Variations of this particular 
scale have been used many times before and yielded meaningful results 
in research domains, including organizational behavior (Rai & Dier-
meier, 2015; Tang & Gray, 2018), moral judgments (Gray et al., 2007; 
Gray, Jenkins, Heberlein, & Wegner, 2011), child development (Brink 
et al., 2019), psychopathology (Gray et al., 2011), and technology 
(Bigman & Gray, 2018; Gray & Wegner, 2012; Yam, Bigman, & Gray, 
2021). The items are “robots can….communicate with others/think/ 
plan their actions/remember things” (α = 0.81). 

Experience. We measured experience perceptions with a four-item 
scale used in Yam, Bigman, Tang, et al. (2021). The items are “robots 
can….feel pain/feel fear/have desires/be happy” (α = 0.86). 

Perceptions of abuse. We measured perceptions of abuse with the 
seven items from the abusive supervision scale by Tepper (2000). 
Although the original scale has 15 items, many are not appropriate in 
our research context (e.g., “breaks promises he/she makes”). We chose 
the seven most relevant items to form the measure of perceptions of 
abuse. Sample items are “the robot ridiculed me,” “the robot was rude to 
me,” and “the robot told me I am incompetent” (α = 0.88). 

Supervisor-directed retaliation. We measured supervisor-directed 
retaliation with a behavioral measure. At the end of the study, we told 
participants that: 

As you likely know, a fully functioning robot uses a lot of electricity. 
Although this robot would be “happiest” operating at full capacity, 
we would like to give you the option of diverting processor power 
away from the robot. The more energy you divert, the slower the 
robot thinks and operates, and the more difficult it is for the robot to 
enact its goals. If you turn the switch all the way up to seven, the 
robot falls into stasis, like a coma. Please turn the knob in front of you 
to your desired setting and indicate the setting with a tick in the box 
below. 

We placed a switch with a knob in front of the participants prior to 
them entering the room, which was connected to the robot with a wire. 

Fig. 2. The robot used in the studies. Left = Control condition; Right = Anthropomorphism condition.  

2 We did not include manipulation checks in the original studies. Therefore, 
to ensure that our experimental approach impacts anthropomorphism percep-
tions, we recruited 200 participants on Prolific and randomly assigned them to 
either an anthropomorphism condition or control condition. In each condition, 
participants were shown the same anthropomorphized or control robot giving 
the same opening instructions as with participants in our in-person studies. 
Participants then responded to three items: a) The robot I just saw is humanlike, 
b) I would consider this robot I just saw to be humanoid, and c) The robot I just 
saw appears to be more human than robot (α = 0.85; 1 = strongly disagree to 5 
= strongly agree). Results indicated that participants in the anthropomorphism 
condition did see the robot in more anthropomorphistic terms than those in the 
control condition: anthropomorphism condition M = 2.687, SD = 1.785; con-
trol condition M = 2.087, SD = 1.476, t[198] = 2.590, p = .010, d = 0.366. 
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Supervisor-directed retaliation was thus measured on a seven-point 
scale (1 = none to 7 = maximum). 

5.4. Results 

Table 1 presents all descriptive statistics and correlations. A simple t- 
test revealed that anthropomorphism led to increased perceptions of the 
robot supervisor's agency (M = 5.41, SD = 0.96 vs. M = 4.92, SD = 1.29, 
t [177] = 2.90, p = .004, d = 0.43). Perceptions of the robot supervisor's 
agency were positively associated with perceptions of abuse (r = 0.29, 
df = 177, p < .001), which in turn were positively associated with 
supervisor-directed retaliation (r = 0.34, df = 177, p < .001). An indi-
rect test furthermore revealed that anthropomorphism was positively 
associated with perceptions of abuse via perceptions of agency (indirect 
effect: unstandardized B = 0.17, SE = 0.07, 95% CI = [0.05, 0.32]). 
These results support Hypothesis 1. 

We next conducted a serial mediation analysis to test for Hypothesis 
2 using the methods of Hayes (2017; Model 6). We modelled the 
anthropomorphism condition as the independent variable, agency per-
ceptions as the first mediator, perceptions of abuse as the second 
mediator, supervisor-directed retaliation as the dependent variable, and 
experience perceptions as a control variable. Results revealed a signifi-
cant serial mediation model (indirect effect: unstandardized B = 0.08, 
SE = 0.04, 95% CI = [0.02, 0.17]). As a robustness check, we switched 
the order of the two mediators and results did not support such a serial 
mediation model (indirect effect: unstandardized B = − 0.00, SE = 0.01, 
95% CI = [− 0.02, 0.02]; see Table 2 for the full indirect effect tests). 
These results support Hypothesis 2. 

5.5. Study 1 Discussion 

Study 1 reveals that anthropomorphism can indeed backfire in the 
context of a robot supervisor delivering negative feedback. Compared to 
the control condition, participants who received the negative feedback 
from an anthropomorphized robot supervisor perceived more agency 
and hence more abuse. These perceptions in turn sequentially lead to 
increased supervisor-directed retaliation. 

Thus far, we have suggested that anthropomorphized robot super-
visors who deliver negative feedback tend to be retaliated against as a 
result of their enhanced agency perceptions, which enable perceptions 
of abuse to arise. Throughout our theorizing, we have been somewhat 
agnostic to whether the focal person is the one receiving such abuse 
personally or observing others being abused. This is because classic 
psychological research has revealed that people often react negatively 
and punish perpetrators, even when they themselves were not affected 
by such unfair treatment (Fehr & Fischbacher, 2004; Fehr & Gächter, 
2002). This tendency appears to be an evolutionary response to ensure 
cooperation and fairness in interpersonal relationships and has been 
observed among children as young as six years old (McAuliffe, Jordan, & 
Warneken, 2015). Specific to the context of abusive supervision, 
research has revealed that third-party observers often do retaliate 
against the abusive supervisor (e.g., Mitchell, Vogel, & Folger, 2015). As 
a result, we suggest that our theories and hypotheses would be 

applicable to both a first- and third-person perspective of abusive su-
pervision, which we test in Study 2. 

6. Study 2 

6.1. Participants and procedures 

We recruited 167 undergraduate students from the same university 
as in Study 1. We dropped two participants due to robot malfunction and 
one participant because he did not follow the instructions, resulting in a 
final sample size of 164 (Mage = 20.20, SD = 1.62, 51.2% female, 88.4% 
Chinese). We randomly assigned participants to one of the two experi-
mental conditions (robot supervisor anthropomorphism vs. control). All 
participants completed the study in exchange for course credit. Most 
participants completed the study within 15 min. Based on a sensitivity 
power analysis with this sample, a statistical power of 80%, and p < .05, 
the minimum effect that can be found is f2 = 0.0373. 

All study procedures and measures were identical to Study 1, with 
one exception. Instead of delivering negative feedback to the focal 
participant, the robot supervisor delivered the negative feedback to the 
confederate. Accordingly, we changed the reference point to “my part-
ner” for the measure of perceptions of abuse (see Appendix B for all 
survey items). In other words, participants in this study served as third 
party observers. 

6.2. Results 

Table 3 presents all descriptive statistics and correlations. A simple t- 
test revealed that anthropomorphism led to increased perceptions of the 
robot supervisor's agency (M = 5.46, SD = 0.96 vs. M = 5.04, SD = 1.30, 
t [162] = 2.34, p = .02, d = 0.37). These perceptions were positively 
associated with perceptions of abuse (r = 0.37, df = 162, p < .001), 
which in turn were positively associated with supervisor-directed 
retaliation (r = 0.28, df = 162, p < .001). An indirect test furthermore 

Table 1 
Descriptive statistics and correlations (Study 1).  

Variables Means (SD) 1 2 3 4 5 

1. Robot Anthropomorphism a 0.50 (0.50) (− )     
2. Agency perceptions 5.17 (1.16) 0.21** (0.81)    
3. Perceptions of abuse 4.84 (1.21) − 0.01 0.29** (0.88)   
4. Retaliation 3.86 (1.72) 0.01 0.19* 0.34** (− )  
5. Experience perceptions 2.05 (1.05) − 0.08 0.27** 0.11 0.09 (0.86) 

Notes: 
a: 0 = control condition; 1 = experimental condition. 
* p < .05 ** p < .01. 

Table 2 
Indirect effect tests (Study 1).   

Coefficients 
(B) 

SEs 95% CIs 

Hypothesis 1 
Anthropomorphism ➔ Agency ➔ Abuse 0.17** 0.07 (0.05 to 

0.32) 
Reverse causality    
Anthropomorphism ➔ Abuse ➔ Agency − 0.00 0.05 (− 0.10 to 

0.10)  

Hypothesis 2 
Anthropomorphism ➔ Agency ➔ Abuse ➔ 

Retaliation 
0.08** 0.04 (0.02 to 

0.17) 
Reverse causality    
Anthropomorphism ➔ Abuse ➔ Agency ➔ 

Retaliation 
− 0.00 0.01 (− 0.02 to 

0.02) 

Notes: 
** p < .01. 
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revealed that anthropomorphism was positively associated with per-
ceptions of abuse via perceptions of agency (indirect effect: unstan-
dardized B = 0.14, SE = 0.08, 95% CI = [0.004, 0.32]). These results 
support Hypothesis 1. (See Table 4.) 

We next conducted the same serial mediation analysis to test for 
Hypothesis 2. We modelled the anthropomorphism condition as the 
independent variable, agency perceptions as the first mediator, per-
ceptions of abuse as the second mediator, supervisor-directed retaliation 
as the dependent variable, and experience perception as a control var-
iable. Results revealed a significant serial mediation model (indirect 
effect: unstandardized B = 0.04, SE = 0.03, 95% CI = [0.001, 0.12]). As 
a robustness check, we switched the order of the two mediators and 
results did not support such a serial mediation model (indirect effect: 
unstandardized B = 0.02, SE = 0.03, 95% CI = [− 0.03, 0.09]). These 
results support Hypothesis 2. 

6.3. Discussion 

The increased use of robots to take on managerial tasks, such as 
delivering negative feedback, appears to be an inevitable trend. It is 
therefore increasingly important to understand how employees react to 
robot supervisors' actions. To mitigate employees' discomforts with ro-
bots in the workplace, scholars and practitioners have advocated for the 
creation of anthropomorphised, humanoid robots on the grounds that 
employees will find it more natural to interact with them. Whereas 
initial evidence has shown anthropomorphism to come with benefits, 
scholars must also be careful to acknowledge the tactic's potential 
downsides (Borau et al., 2021; Raisch & Krakowski, 2021; Yam, Bigman, 
Tang, et al., 2021). 

In the present research we proposed that anthropomorphism might 
be problematic for robots delivering negative feedback. Specifically, we 
proposed that anthropomorphism would enhance employees' percep-
tions of the robots' agency, and consequently increase their tendency to 
perceive the negative feedback as abusive. Two studies offered conver-
gent support for our hypotheses, demonstrating the theorized effects of 
anthropomorphism and linking them to retaliatory behavior. Impor-
tantly, these effects extended to third party observers as well, suggesting 
that the effects of anthropomorphism in the context of negative feedback 

are robust and widespread. Below, we discuss the theoretical and 
practical implications of our work, as well as limitations that point to 
generative future directions. 

6.4. Theoretical contributions 

Although pundits have commented on the increased prevalence of 
robots at work and more specifically how robots would take on more 
managerial tasks, most discussions of this shift have remained theoret-
ical in nature (e.g., Glikson & Woolley, 2020; Raisch & Krakowski, 2021; 
Tschang & Mezquita, 2020). Our research thus contributes to a better 
empirical understanding of this emerging interest in employee-robot 
interactions. Most importantly, two in-person interactional studies 
with robots revealed that anthropomorphized robots can actually 
backfire in the context of receiving negative feedback (Study 1) and 
observing negative feedback delivered to a colleague (Study 2). This 
research cautions against the largely unquestioned recommendation to 
make robots humanlike in appearance (Engle, 2020). More specifically, 
our work provides insights into the types of tasks where anthropomor-
phism may backfire – i.e. tasks that elicit negative reactions from em-
ployees. This is because when employees have negative interactions 
with robots, perceptions of humanness carry perceptions of agency and 
intentionality that lead to more negative reactions to the robots. This 
then leads employees to retaliate against such robots with greater fre-
quency. In contrast, negative feedback administered by a non- 
anthropomorphized robot appears to be seen as less agentic and 
abusive, and thus elicits less retaliation. Consequently, we strive to 
provide a more balanced perspective which acknowledges how 
anthropomorphising robots has both benefits and drawbacks depending 
on the context. Anthropomorphising robots is still a viable choice, just 
one which we suggest should be considered with care. 

More generally, exploring employee-robot interaction necessitates 
drawing from theories outside of organizational behavior because 
typical OB theories inherently assume a given level of “human-likeness” 
of the other party – something not necessarily present when interacting 
with robots. As such, we introduce mind perception theory to research 
on employee-robot interaction. Understanding how employees psycho-
logically perceive robots in terms of their agency is an important first 

Table 3 
Descriptive statistics and correlations (Study 2).  

Variables Means (SD) 1 2 3 4 5 

1. Robot Anthropomorphism a 0.47 (0.50) (− -)     
2. Agency perceptions 5.24 (1.16) 0.18* (0.81)    
3. Perceptions of abuse 5.65 (1.09) 0.04 0.37** (0.89)   
4. Retaliation 3.55 (1.72) 0.07 0.28** 0.28** (− -)  
5. Experience perceptions 2.31 (1.25) 0.13 0.26** − 0.05 − 0.08 (0.91) 

Notes: 
a: 0 = control condition; 1 = experimental condition. 
* p < .05 ** p < .01. 

Table 4 
Indirect effect tests (Study 2).   

Coefficients (B) SEs 95% CIs 

Hypothesis 1 
Anthropomorphism ➔ Agency ➔ Abuse 0.14* 0.08 (0.00 to 0.32) 
Reverse causality    
Anthropomorphism ➔ Abuse ➔ Agency 0.04 0.07 (− 0.08 to 0.21)  

Hypothesis 2 
Anthropomorphism ➔ Agency ➔ Abuse ➔ Retaliation 0.04* 0.03 (0.00 to 0.12) 
Reverse causality    
Anthropomorphism ➔ Abuse ➔ Agency ➔ Retaliation 0.02 0.03 (− 0.03 to 0.09) 

Notes: 
* p < .05. 
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step to examine employees' responses to robots' behaviors. Our theory 
delineates the psychological mechanisms of the effects – agency per-
ceptions are key to perceptions of abuse and retaliation. Importantly, 
this is consistent with research on abusive supervision that has discussed 
the important role of attributions of supervisors' abusive behavior (e.g., 
Liu, Liao, & Loi, 2012). Rather than focusing on why a supervisor en-
gages in abusive behavior, our work focuses on who is carrying out such 
behavior and reveals that non-anthropomorphized entities are simply 
perceived to be unable in carrying out negative behavior because they 
are perceived to lack the agency to do so. 

Finally, our work opens new avenues for future research within the 
literature on feedback giving. Scholars have predominantly examined 
how recipients seek out or react to feedback given by human supervisors 
(e.g., Audia & Locke, 2003; Cannon & Witherspoon, 2005; Chen, Lam, & 
Zhong, 2007). In contrast, little is known about how employees may 
intentionally seek out feedback from robot supervisors, the type of 
feedback they seek, or their reactions to the given feedback. Here, our 
work suggests that employees can react very differently depending on 
their perceptions of the robot supervisor's agency. Specifically, non- 
anthropomorphic robot supervisors were perceived to lack the ability 
to possess intentions and hence were less likely to be seen as abusive or 
deserving of retaliation. Through this finding, we suggest that mind 
perception may be a helpful perspective to adopt in exploring further 
questions about the when, why, or what kind of feedback employees 
seek from robot supervisors and how they respond to such feedback. 

6.5. Practical contributions 

Our work has significant practical implications for those who would 
like to deploy robots at work. As we alluded to above, anthropomor-
phized robots might be well-suited to some tasks, but not others. 
Although it is unrealistic and not economical for organizations to deploy 
different robots for different tasks, the extent a robot is anthropomor-
phized can be easily adjusted. Within our experiment, we demonstrate 
how simply giving robots a human name (i.e., “Paul”), a minimally 
animated face, and a humanlike voice can cause people to perceive the 
robot as more “human.” This supplements prior research which suggests 
that simply using a more mechanistic voice can reduce the perceived 
agency of a robot (Waytz, Heafner, & Epley, 2014), while introducing 
colloquial slang into the robot's speech content can enhance agency 
perceptions (Araujo, 2018). These small tweaks can be done between the 
various managerial tasks enacted by robots to capitalize on the advan-
tages of anthropomorphism – or the lack of it. Despite the ease in which 
such adjustments could be carried out it is important for organizations to 
be mindful that the more anthropomorphic the robot, the larger the 
extent of both the benefits and drawbacks of anthropomorphism. Hence, 
while organizations can and should still anthropomorphise robots when 
deemed appropriate, we reiterate the importance of making sure such 
decisions are carefully and holistically deliberated. 

6.6. Limitations and future research 

Extant empirical research on human reactions to robots and algo-
rithms has primarily employed scenario-based designs. As such, a 
strength of our work is experimental realism by having participants 
actually interact with a robot in a team setting with a confederate. 
Nonetheless, our experiments created an artificial context in which 
participants completed tasks that might not have many implications for 
their identities (unlike employees in actual work contexts), and 
receiving negative feedback on these tasks might not be as hurtful. 
Although this suggests that our experiments are conservative, we 
recommend future research to replicate our work in organizations where 
employees receive actual feedback from robots. 

It is interesting to note that most participants retaliated against the 
robot supervisor to some extent (3.85 and 3.55 on a 7-point scale in 
Studies 1 and 2 respectively). However, field studies of abusive 

supervision and retaliatory response reveal that most employees would 
not retaliate to human supervisors. For example, in two field studies Lian 
et al. (2014) found that after being abused by leaders, retaliation is not a 
common response (1.80 and 1.57 on a 7-point scale). We believe it will 
be fruitful for future research to examine these discrepancies.3 In addi-
tion, although retaliatory responses to supervisors are significant 
workplace behaviors (e.g., Bowling & Beehr, 2006; Harvey et al., 2014; 
Lian et al., 2014), we recommend future research to explore other out-
comes. For example, one interesting question for future research is if 
anthropomorphism influences the extent to which employees act on the 
feedback they receive. In addition, future research should also examine 
how anthropomorphism influences third parties' behaviors towards the 
employees that receive negative feedback, such as the amount of 
compassion or prosocial behavior these third parties engage in (Priese-
muth & Schminke, 2019). 

Two additional limitations associated with our manipulation and 
measurement are important to acknowledge. First, we manipulated 
anthropomorphism in three ways (name, animated face, and voice). As 
such, the extent to which these three factors individually impacted 
perceptions of the robots' humanness is unclear. Another limitation is 
that although we used a rather well-established measure of agency in 
our studies, the essence of agency has been described as “the perceived 
capacity to intend and to act” (Gray et al., 2012, p. 103), and only one of 
our four items captured the capacity to act. Additionally, our items 
referred to robots in general rather than the specific robot participants 
were interacting with. We encourage future research on agency per-
ceptions to address both of these issues with further scale validity work. 

Finally, all of our studies were conducted in an Eastern context. We 
encourage future research to replicate this work in other cultural con-
texts. Practically, this might be difficult because the use of robots is more 
common in Asian countries such as China, Japan, and Singapore, rela-
tive to the US or Europe. That said, exposure to robots as a result of 
geographical locations might exert interesting effects on how robots are 
perceived. For instance, because Americans are generally less exposed to 
robots, they might find the notion of robots delivering negative feedback 
as curiosity-inducing and therefore less abusive. 

Our research also opens exciting new avenues for research into 
anthropomorphizing robots. Specifically, given how the same robot (or 
robots of similar model) can be anthropomorphized or de- 
anthropomorphized, a natural question which arises is whether and 
the extent to which individuals will react differently when the same 
robot (or a similar model) is in a different anthropomorphic “mode.” The 
majority of existing studies, ours included, tend to compare interactions 

3 A related question is whether a human who delivers the same negative 
feedback would be perceived as worse and more abusive than any robots, 
anthropomorphized or not. We conducted a pilot study to examine this possi-
bility. Participants from Prolific (N = 296) were asked to complete two tasks 
and then randomly assigned to one of three conditions: two rounds of video- 
based negative feedback from a human supervisor (a White man), an anthro-
pomorphized robot supervisor, or a non-anthropomorphized supervisor. After 
receiving the negative feedback, participants completed the same agency (α =
0.89) and perceptions of abuse (α = 0.87) scales from the extant studies. Based 
on a sensitivity power analysis with this sample, a statistical power of 80%, and 
p < .05, the minimum effect that can be found is F = 0.181. Results revealed 
that participants rated the human supervisor as highest in agency (M = 5.67; 
SD = 1.06), followed by the anthropomorphized robot (M = 4.29; SD = 1.45), 
and then the control robot (M = 3.08; SD = 1.61), F (2, 295) = 84.17, p < .001. 
In terms of perceptions of abuse, participants rated the control robot to be the 
least abusive (M = 3.68; SD = 1.31), and rated the anthropomorphized robot 
(M = 4.13; SD = 1.30) and human supervisor (M = 4.37; SD = 1.24) to be 
significantly more abusive, F (2, 295) = 12.00, p < .001. Interestingly, partic-
ipants rated the anthropomorphized robot and the human supervisor to be 
equally abusive (p = .405). Future research should thus further examine what 
managerial tasks are best suited for humans, anthropomorphized robots, or 
non-anthropomorphized robots. 

K.C. Yam et al.                                                                                                                                                                                                                                  



Journal of Experimental Social Psychology 102 (2022) 104360

9

between distinct anthropomorphised and non-anthropomorphised ro-
bots. Consequently, an important next step forward would be to see how 
human-robot interactions evolve when the same robot (or a similar 
model) switches between “modes” over time or over specific events. 
Relatedly, although past research has revealed that anthropomorphism 
is an effective means to imbue robots with minds, findings on the precise 
mechanisms of this effect are somewhat mixed. For example, Gray and 
Wegner (2012) found increases in experience but not agency percep-
tions, Broadbent et al. (2013) found no differences in either experience 
and agency perceptions, Müller et al. (2021) and Yam, Bigman, Tang, 
et al. (2021) found differences in both experience and agency percep-
tions. Our own studies reveal differences in increased perceptions of 
agency but not experience. Two possible explanations for these mixed 
findings include (a) the way in which anthropomorphism is operation-
alized, and (b) the context in which anthropomorphism is operational-
ized. For example, in our context of delivering negative feedback 
participants might have been particularly attuned to the agency aspect 
of the robots. All in all, we encourage future work to explore what 
specific facets of anthropomorphism might affect agency and experience 
perceptions differently. 

While people in the industry and marketers appear to see anthro-
pomorphism in mostly positive ways, computer science and especially 
ethics scholars tend to have a less enthusiastic view. For example, 
Sharkey and colleagues (Sharkey, 2016; Sharkey & Sharkey, 2021) 
suggested that anthropomorphising robots in certain industries, such as 
teaching, might produce more harms than benefits by leading children 
to develop a false sense of attachment and companionship with robots, 
in turn impacting their socio-emotional development. Anthro-
pomorphising military robots might also create a false sense of trust, 
because it implies that a robot can show kindness, mercy, or compassion 
(Sharkey, 2012). Bryson (2010) went as far as saying that “robots should 
be slaves” and “should not be described as persons” (p. 1). This is 
because anthropomorphising robots might mask poor human decision 
making and the responsibility of robot creators. We hope our work can 
encourage further exchanges between social psychologists, people in the 
industry, and ethics scholars in terms of the appropriate use of anthro-
pomorphism in robots. 

Our studies revealed that retaliation towards robot supervisors was 
driven by perceptions of agency. Both legal theory (Foster, 2021) and 
psychology studies (Gray et al., 2012) link perceptions of agency to 
being a “moral agent,” someone (or something) who is morally 
responsible for inflicting harm upon others (i.e., abusive supervision) 
and therefore morally deserving of punishment (i.e., retaliation). But 
punishment is itself a kind of inflicted harm, and those who suffer harm 

are typically understood not as “moral agents” but as “moral patient-
s”—someone (or something) vulnerable who feels pain. The ability to 
feel pain is not tied to agency but instead to experience. Although we 
focused primarily on agency, future studies should also explore the 
importance of experience, especially given work on the “harm-made 
mind” which finds that the very act of inflicting harm increases per-
ceptions of experience (Ward, Olsen, & Wegner, 2013; for harm-made 
mind research in the robotic contexts, see Küster & Swiderska, 2021; 
Swiderska & Küster, 2020). 

Work on moral typecasting also suggests a potential role of experi-
ence. The more we see someone (or something) as a moral agent 
(capable of inflicting harm on others), the less we see them as a moral 
patient (vulnerable to suffering pain; Gray & Wegner, 2009). It is 
possible that that being seen as abusive increases perceptions of the 
robot's moral agency—and decreases perceptions of moral patiency (i.e., 
experience), which could counteract any increased perceptions of 
experience induced by retaliation via the “harm-made mind.” Indeed, in 
the current research we found no impact of our manipulations on per-
ceptions of experience (Study 1 (t[177] = − 0.136, p = .892; Study 2 (t 
[162] = − 1.613, p = .109), but the current studies were not explicitly 
designed to test these ideas. Future work should directly explore these 
interesting questions. 

7. Conclusion 

With robots taking on increased managerial tasks, it is important to 
examine how employees react to them and ways to best utilize robots at 
work. In this paper, we reveal that anthropomorphism – a factor that is 
found to increase human-robot interaction in many settings – can 
backfire in the context of delivering negative feedback. Our work thus 
provides a better theoretical understanding of under what circumstances 
and why do anthropomorphized robots help vs. hurt organizations. 

Open practices 

We report all materials used in our studies and these materials can be 
found in the appendixes. The data for studies 1 and 2 are available at htt 
ps://osf.io/ug28n/?view_only=913a7f05afac498cb85feddc51cbb72e. 
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Appendix A. Appendix 

A.1. Football knowledge test used in Studies 1–2 (True/False)  

1. The winning team of the kick-off coin toss can choose which goal to attack.  
2. Players are not allowed to wear multi-coloured/patterned undershirts even if they are the same as the sleeve of the main shirt.  
3. Removing one's shirt after scoring a goal can result in a yellow card.  
4. Goalkeepers must have at least part of one foot on or in line with the goal-line for penalty kicks.  
5. Following a legal kick when either team is awarded a new series, the play clock will be set to 40 s.  
6. Each team in football has a maximum of 11 players excluding the goalkeeper.  
7. Personal slogans are allowed on player equipment.  
8. Referees are in charge of timekeeping the match.  
9. Each match consists of two halves of 45 min each, which can be reduced if agreed upon by the referee and both teams.  

10. Time taken for penalty kicks count towards the total match time.  
11. If a ball touches a match official, it is considered out of play.  
12. If a goalkeeper throws the ball directly into the opponent's goal, a goal is awarded.  
13. There is a maximum of 5 substitutions of players in any match for each team.  
14. Tackling the other team's player gives the other team a direct free kick.  
15. An indirect free kick is awarded if the goalkeeper holds the ball for more than 6 s before releasing it within their penalty area. 
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16. Feinting to take a free kick to confuse opponents is not permitted.  
17. A touchline of 105 m is considered valid.  
18. Goalposts are 2.44 m in height.  
19. If a team kicks a ball into their own goal, it is still considered a goal for the other team.  
20. Only the goalkeeper may hold the ball. 

A.2. A sample trial of the football simulation used in Studies 1–2

Appendix B. Appendix 

B.1. Agency (Studies 1–2)  

1. Robots can communicate with others  
2. Robots can think  
3. Robots can plan their actions  
4. Robots can remember things 

B.2. Experience (Studies 1–2)  

1. Robots can feel pain  
2. Robots can feel fear  
3. Robots have desires  
4. Robots can be happy. 

B.3. Perceptions of abuse (Study 1) 

This robot…..  

1. Ridiculed me  
2. Put me down in front of others  
3. Reminded me of my past mistakes and failures  
4. Didn't give me credit for jobs requiring a lot of effort  
5. Made negative comments about me to others  
6. Was rude to me  
7. Told me that I am incompetent 

B.4. Perceptions of abuse (Study 2) 

This robot…  

1. Ridiculed my partner  
2. Put my partner down in front of others  
3. Reminded my partner of her past mistakes and failures 

K.C. Yam et al.                                                                                                                                                                                                                                  
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4. Didn't give my partner credit for jobs requiring a lot of effort  
5. Made negative comments about my partner to others  
6. Was rude to my partner  
7. Told my partner that she is incompetent 
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